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a b s t r a c t

Since 2020, synchrotron radiation facilities in several Asia-Pacific countries have been
collaborating in a major project called ‘‘SYNAPSE’’ (Synchrotrons for Neuroscience: an
Asia-Pacific Scientific Enterprise). They use x-ray imaging to attack in a coordinated
fashion one of the major issues in modern science: the structure of animal and human
brains, including neurons and connections. The objective is to develop Google-like maps
also including detailed structural and functional information for selected regions of
interest. The sheer mass of data needed for the objective poses huge problems for the
acquisition, processing, storage and use of images. In order to complete the task within a
reasonable time, the key element of the SYNAPSE strategy is the parallel and coordinated
work of several facilities on the same specimens. This article reviews different aspects
of the enterprise, including the foundations of synchrotron radiation, coherence and of
its role in advanced imaging, electron accelerators, x-ray optics and detectors. This will
provide the foundation for an extensive presentation of the different components of
SYNAPSE, with an overview of results already obtained within the consortium.

© 2022 Published by Elsevier B.V.
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1. Foreword: SYNAPSE and its philosophy

Brain research is one of the many fields of science and technology that exploit the three-dimensional (3D) observation
f objects with high spatial resolution. X-ray computed tomography (CT) is one of the few suitable ways to meet this
hallenge. Today, we can achieve sub-micrometer resolution in this technique by using state-of-the-art synchrotron
-ray sources and detection systems. This opens the way, in particular, to a novel approach for mapping the brains of
arge animals or humans.

X-ray tomography follows a scaling law between the sample size and the highest resolution. It is difficult to attain
icrometer resolution for meter size samples. Therefore, 3D mapping of a large sample such as the human brain with sub-
icrometer resolution requires stitching together a vast amount of structural data. The data acquisition and processing
peeds must be incredibly high to achieve full reconstruction in a reasonable time scale.
A direct way to increase the data acquisition speed is to enhance the X-ray flux (within the radiation damage limit)

ith an advanced X-ray source and high-performance optics. Other critical factors are the dynamic range and the dead
ime of the detectors. Therefore, one must also consider robots that automatically exchange samples to speed up the
rocess.
High X-ray flux and robotization facilitate the task of large-brain mapping. The SYNAPSE enterprise adds to these factors

fundamental strategic element: it uses synchrotron radiation techniques simultaneously at several facilities. This makes
t possible to acquire the huge amount of data needed for large-brain mapping in a reasonable time. And it constitutes a
adically different way to use synchrotron radiation with respect to the current practices.

After preliminary negotiations and planning, the idea of SYNAPSE became concrete with an inauguration ceremony
n Singapore early in 2020. The event included the formal signature of documents manifesting the partners’ intent to
mplement a common strategic plan.

As mentioned, SYNAPSE is not only a major enterprise, but also a very important change in strategy in synchrotron
adiation research — half a century after its birth. For many decades, the use of synchrotron sources was influenced by
he ongoing use of the accelerators for elementary particle research: a parasitic philosophy transferred to synchrotron
adiation activities themselves [1].

Consequently, synchrotron radiation experiments have been typically performed by medium-size teams at specific
acilities, and in competition between them. This strategy was reasonable for the experiments in materials science that
nitially dominated synchrotron radiation research.

But it is no longer effective now for fundamental scientific objectives that require a massive volume of experimental
ata. Large-brain research on a microscopic scale is a very significant case: we shall indeed see that the data size defies

magination.
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Fig. 1. Emission of synchrotron radiation by an electron in a closed-loop accelerator, subject to the action of an undulator [1].

Such a mass of information cannot be obtained at present without a coordinated use of several different facilities. The
standard way to manage synchrotron radiation research does not deal with this need. SYNAPSE is a new approach tackling
the problem with an innovative strategy.

This enterprise can thus impact synchrotron radiation research beyond its specific scientific objectives. It brings indeed
a novel solution of scientific problems that cannot be managed with the present synchrotron radiation practices. This
opens up new research horizons beyond the present spectrum of X-ray science and technology.

1.1. Synchrotron radiation basics

The basic ingredient of SYNAPSE is synchrotron radiation. Therefore, we will begin our presentation with an overview
of its foundations.

For seven decades after Roentgen’s discovery [2], the X-rays sources did not progress much and remained largely
unsatisfactory [1,3]. The cause of this slow evolution was rather fundamental. Sources of electromagnetic radiation
typically have a size comparable to the emitted wavelengths. For X-rays, the size is similar to that of atoms. In fact,
the emitters in a conventional (anode) X-ray source are its individual atoms.

However, such sources have limited performance since the atoms are bound to a solid that when exposed to a high
emitted power can be damaged. Furthermore, the emission is not concentrated in a narrow angular range as in a laser,
so in practical applications much of it is wasted.

Alternate X-ray-emitting devices are very desirable. But their size should be again comparable to individual atoms,
making their fabrication an impossible technological task.

Starting in the 1960s, a solution to this problem emerged [1,3] as a byproduct of the technology of electron accelerators.
The electrons in such machines travel at a speed close to that of light, c. Therefore, their properties, including the emission
f electromagnetic radiation, are subject to the rules of Einstein’s relativity [4,5].
Consider for example (Fig. 1) an electron in an accelerator (e.g., a synchrotron) that oscillates in the transverse direction

ecause of the action of a periodic series of magnets (an ‘‘undulator’’) [1]. The transverse acceleration of an electric charge
auses the emission of electromagnetic radiation. For a non-relativistic electron, the emitted wavelength approximately
quals the period L of the undulator,
Relativity, however, affects in two ways the wavelength detected in the laboratory frame [1,6]. First, the undulator

eriod ‘‘seen’’ by the electron is decreased to L/γ by the ‘‘Lorentz contraction’’ — where γ = (1 – v2/c2)−1/2 is the
elativistic factor that measures the electron energy. Second, the wavelength is affected by the Doppler shift, which for
lectromagnetic waves is a relativistic effect. This phenomenon approximately divides the detected wavelength by a factor
γ .
Overall, the wavelength is divided by a factor ≈ γ (2 γ ) = 2 γ 2, shifting to the short values typical of X-rays. In fact,

or modern accelerators γ is typically several thousand.
The emission of X-rays by electron accelerators was first detected [7,8] for machines called ‘‘synchrotrons’’. It was thus

aptized ‘‘synchrotron radiation’’, even though the present sources are no longer synchrotrons but ‘‘storage rings’’.
Simple relativistic arguments also explain [1,6] other characteristics of synchrotron radiation sources that make them

ery superior to conventional X-ray emitters. In particular, the fast forward motion of the electrons ‘‘projects’’ their
mission ahead in the longitudinal direction. Relativity boosts this effect, producing strong angular collimation: the
adiation is confined to a cone of width ≈1/ γ and its geometry is laser-like.

The angular collimation means that each electron acts as an extreme flashlight, producing for example a fast emission
ulse each time it passes through an undulator. According to the Fourier theorem, a fast pulse corresponds to a
4
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and of frequencies or wavelengths, ∆λ. From this band, specific values can be selected using filtering devices called
‘monochromators’’.

The emitted power is proportional to the square of the acceleration. The relativistic transformation of coordinates
ultiplies the acceleration by γ 2 and the emission by γ 4, producing a very high flux. The flux is not limited by the

possible damage to the host material as in conventional X-ray sources, since the emitting electrons are not bound to a
solid but circulate instead in the vacuum chamber of the accelerator.

The emission is linearly polarized in the plane of the transverse electron acceleration. Special periodic magnetic devices
can also produce elliptical polarization.

The synchrotron source size is determined by the transverse cross section Σ of the electron bunches circulating in the
ccelerator. Modern accelerator technology produces small Σ , making synchrotron radiation sources point-like and even

more laser-like.
The combination of high flux, small source size and strong angular combination produces a high ‘‘brightness’’ or

‘‘brilliance’’ B [1,3,6]. This is a quality parameter proportional to the flux F and inversely proportional to Σ and to the
olid angular spread Ω of the emission: B = constant x F /(Σ Ω).
Later, we shall discover that a high B also implies a large degree of ‘‘lateral coherence’’ [9]. This has a strong impact

n X-ray imaging.
An electron accelerator, like a storage ring, hosts several synchrotron radiation sources — whose emissions can be

rocessed by monochromators and other optical components along beamlines to experimental chambers where they are
tilized for a variety of applications. Each source is a magnetic device that produces transverse acceleration.
There exist two kinds of such devices besides undulators. First, ‘‘wigglers’’, which are periodic magnet arrays like

he undulators but with stronger magnetic fields. The wavelength band emitted by a wiggler is broader than that of an
ndulator, where some spectral filtering occurs producing a narrower band.
The third class of synchrotron radiation sources is that of the ‘‘bending magnets’’, whose primary role is to keep the

lectrons in the accelerator within a closed orbit. The emission of synchrotron radiation is an important secondary role:
ources of this kind typically supply X-rays to the majority of the beamlines around an accelerator.
The properties of synchrotron radiation sources — high brightness, high flux, collimation, polarization and coherence

re reminiscent of those of lasers. Are such sources, indeed, lasers? Not really, since the emission mechanism is not
timulated emission but random spontaneous emission, and there is no optical amplification as in a laser.
There exist, however, another class of X-ray sources, the ‘‘free electron lasers’’ (FELs), whose operating mechanism –

lthough not equivalent to that of lasers – does involve optical amplification [6]. This mechanism was originally proposed
nd implemented for infrared emission [10], but in recent years became a reality also for X-rays [6,11,12]. And opened
p exciting new research opportunities — in particular for imaging.
As schematically illustrated in Fig. 2, the optical amplification occurs when the electrons in a bunch traveling along

n undulator become arranged in periodic ‘‘slices’’ with period equal to the wavelength — so that their emissions are
orrelated [6]. This rearrangement is produced by the interaction of the electrons with the radiation stochastically emitted
fter the bunch enters the undulator.
Indeed, one can demonstrate that the wave fields indirectly ‘‘push’’ the electrons within a bunch along the undulator

xis. The wave is zero at its nodes and so is its interaction with the electrons. Therefore, we could expect the electrons to
ccumulate at the nodes. However, within one wavelength the wave fields have two opposite directions (see the bottom
art of Fig. 2). As a consequence, if the electrons are pushed towards a given node, they are pushed away from the two
djacent nodes. Thus, the accumulation occurs at every other node and the microbunching period is one wavelength.
The very short wavelengths of X-rays make this mechanism vulnerable to perturbations. This delayed the practical

mplementation of X-ray FELs for several decades. Furthermore, the effects of optical amplification for X-rays cannot be
oosted by an optical cavity as for visible and infrared lasers. Indeed, reflection is very weak at short wavelengths except
t glancing incidence. Therefore, optical amplification in an FEL for X-rays must be strong enough to produce one-pass
asing. This requires a very long undulator and very concentrated, high-density electron beams that are technically difficult
o realize and contributed to the aforementioned delay. Such beams can be obtained with linear accelerators.

As these difficulties have been surmounted, X-ray FELs are now a reality [6]. They are based on linear accelerators
LINACs) and produce very short pulses with extreme peak brightness and excellent lateral coherence, as we shall discuss
ater.

.1.1. Coherence
The interactions of X-rays with matter that are exploited for imaging are of different kinds. Most important is

bsorption, which is not directly linked to the wave nature of the radiation. However, in several imaging techniques
he wave aspects are relevant, requiring X-rays with a sufficient level of ‘‘coherence’’ [9].

Roughly speaking, coherence is ‘‘the property that allows radiation to produce observable wave phenomena’’ [9]. To
iscover its key aspects, one can consider anyone of such phenomena. Here, we shall use diffraction by two very narrow
lits at a distance ∆ from each other (Fig. 3).
Suppose that the slits are illuminated by a plane-wave X-ray beam: will it produce a visible diffraction pattern in the

luorescent panel? The answer is positive if the X-ray source is very small (point-like) and emits only one wavelength, λ.
he angular distance between the central fringe in the pattern and the two adjacent ones is ≈ λ/∆.
5
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Fig. 2. Schematic illustration of the optical amplification mechanism of a free electron laser [6]. Top: traveling along an undulator, an electron
bunch interacts with its emitted waves and is re-shaped in periodic ‘‘slices’’. Middle: the subsequent emission from the electrons in the ‘‘slices’’ is
correlated and amplifies the initial wave. Bottom: the wave changes sign within a wavelength, and the corresponding interactions with the electrons
lead to accumulation at every other node, so the microbunching period equals the wavelength.

Fig. 3. The diffraction by two very narrow slits can be used to analyze the notion of coherence.

But the situation is more complex for a realistic source, for example a circular one with diameter η that emits a band
f wavelengths centered at λ, of finite width δλ. The collective effect of all wavelengths in this band ‘‘blurs’’ the fringe
istance from λ/∆ to δλ/∆. When this blurring exceeds the distance itself, the pattern is no longer visible.
Therefore, the condition for observing a diffraction pattern is δλ/∆ < λ/∆, or

δλ/λ < 1.

his is one of the requirements for coherence, specifically the condition for ‘‘time coherence’’ or ‘‘longitudinal coherence’’.
nother way to express it is by using the ‘‘coherence length’’, defined as

Lc = λ2/δλ;

ongitudinal coherence is present if Lc > λ.
To better understand the coherence length, we must consider that the wave effects are caused by the ‘‘phase’’, which

n a wave function propagating along the z-direction, e.g.,

E = E exp{i[(z − ut)/λ + φ]},
o

6
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orresponds to the angular argument (z−ut)λ+φ of the (oscillating) imaginary exponential function. Here, u is the phase
elocity.
Consider the two extreme wavelengths in the emitted band, λ + δλ/2 and λ − δλ/2. Assume that at a certain

istance from the source the phases of the corresponding waves coincide. But, as the waves propagate, their phases will
ubsequently become different. After a distance L, the phase difference between them is 2π [L/(λ− δλ/2)− L/(λ+ δλ/2)],
hich for δλ/2<<λ becomes:

≈(2πL/λ)[1 + δλ/(2λ) − 1 + δλ/(2λ)] = 2πLδλ/λ2.

he two waves are still reasonably ‘‘in phase’’ with each other if their phase difference is << 2π , and this is true if
<<λ2/δλ = Lc. Therefore, Lc is the maximum distance over which the radiation in the bandwidth δλ keeps a reasonably
omogeneous phase.
We shall now consider another kind of coherence: the ‘‘lateral’’ or ‘‘spatial’’ one. Referring to Fig. 3, each point in an

xtended source produces a diffraction pattern. The superposition of patterns, however, may blur the fringes making them
mpossible to observe.

The maximum distance between two source points is η. The corresponding maximum angular distance between the
orresponding patterns is ≈η/H, where H is the source-slit separation. A pattern is still visible if this distance is smaller
han the already mentioned angular distance between fringes: η/H < λ/∆, or

∆ < λH/η.

his is the condition for lateral (spatial) coherence.
There is another, interesting way to express this notion. Basically, only the portion of the radiation that illuminates

he slit system contributes to diffraction, i.e., reveals lateral coherence. This corresponds to an angular range ≈∆/H in the
irection perpendicular to the slits.
Extending the same analysis to both transverse directions, we can conclude that only the emission within a solid

ngle ≈(∆/H)2 can contribute to wave effects requiring lateral coherence. If the source emits over a total solid angle Ω ,
he corresponding portion of the total emitted power is given by the ratio of the solid angles, ≈(∆/H)2/Ω . Using the
bove-derived condition for lateral coherence, ∆ < λH/η, this ratio is

< [(λH/η)/H]
2/Ω = λ2/(η2Ω).

he factor λ2/(η2Ω) defines the ‘‘coherent power’’ and is a measure of the lateral coherence of the radiation. A source is
aterally coherent if its coherent power is large. Note that the geometric parameters η2 and Ω are related to those that
efine the brightness (since η2 is proportional to the source size Σ). Historically, the efforts to enhance the brightness by
mproving the synchrotron source geometry produced lateral coherence as an important byproduct [1].

These efforts, however, are now coming to an end. There exists indeed [9] a fundamental ‘‘diffraction limit’’ that
revents the coherent power factor λ2/(η2Ω) to become larger than unity. This limit is now reached by many synchrotron
ources and by all the X-ray FELs.
The conditions for lateral coherence lead to a notion complementary to the coherence length, the ‘‘coherent area’’.
e have seen that the effects related to lateral coherence are present over a distance ∆ < λH/η in the transverse
irection perpendicular to the slits. Considering both transverse directions, one realizes that such effects are present over
transverse ‘‘coherent area’’ (λH/η)2.
Together, the coherence length and the coherent area define the ‘‘coherence volume’’:

Vc = (λ2/δλ)(λH/η)2 = λ4H2/(δλη2).

asically, high overall coherence requires the source to pack a lot of emitted energy (or, equivalently, a lot of photons)
ithin this volume.
Note the implication of the λ2 term in the coherent power factor λ2/(η2Ω). Reaching high lateral coherence is

uch more difficult for short-wavelength X-rays than for visible or infrared radiation. The same conclusion applies to
ongitudinal coherence, since the coherence length too is proportional to λ2. And the coherent volume is proportional to
λ4. This is why coherence-related effects, which have been exploited for centuries in visible and infrared optics, emerged
only in recent years for short-wavelength X-rays.

The situation changed when, as we have seen, the improvements targeting high brightness also produced high
lateral coherence. Concerning longitudinal coherence, the required narrow wavelength bandwidth can be achieved with
monochromators. A monochromator sharply decreases the X-ray flux available for experiments. However, this loss is
manageable thanks to the high initial brightness of synchrotron sources.

Coherence has thus become an essential ingredient of advanced X-ray imaging. The results are rather spectacular, as
we shall see, and impact many different domains including brain research.

As to X-ray FELs, their small source size (corresponding to the highly concentrated electron bunch required for one-
pass lasing) and strong angular collimation produce a high level of lateral coherence, reaching the diffraction limit. The
situation for longitudinal coherence, however, is more complicated.

In the FEL mechanism the optical amplification applies to waves that are randomly emitted when the electron bunch
enters the undulator. Due to this random character, each X-ray pulse has a different time shape. This, according to the
Fourier theorem, produces a broad bandwidth of frequencies (and wavelengths), limiting the longitudinal coherence.
7
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Fig. 4. X-ray image obtained with phase contrast (left) compared (right) to the corresponding (simulated) absorption radiograph.

However, many applications require high longitudinal coherence and a non-changing pulse shape. The solution to this
roblem was implemented in recent years [9,12] and is called ‘‘seeding’’. In it, the FEL is not used to optically amplify
andomly emitted waves but externally generated pulses of well-defined and unchanging shape. This technique produces
EL sources with high coherence both laterally and longitudinally [12].

.1.2. Coherent imaging
SYNAPSE is based on X-ray imaging techniques, which in turn are based on interactions between the radiation and

he object. As mentioned, the most widely used interaction is absorption, which decreases the intensity of X-ray waves
raveling through materials. There, exist, however, other kinds of interactions that can contribute to the formation of
mages, often yielding better results than those of mere absorption [13].

One example is provided by Fig. 4, which compares an image of bubbles obtained with wave-like effects to a standard
adsorption) radiograph. The absorption only modifies the intensity of the X-ray wave, i.e., the amplitude of its electric
nd magnetic fields. But it does not touch the phase, i.e., the angular argument (z – ut)/λ + φ.
This means that absorption radiology only exploits part of the information produced by wave–matter interactions.

Such interactions include wave-like phenomena such as diffraction, refraction or interference. They are used in alternate
techniques collectively called ‘‘phase contrast’’ imaging [13]. As exemplified by Fig. 4, such techniques enhance the
information content of the images.

Being based on wave-like phenomena, phase contrast imaging requires a high level of coherence. But we have seen
that coherence is difficult to achieve for X-rays. Indeed, phase-contrast X-ray imaging became a reality only after the
advent of high-brightness synchrotron sources.

Phase contrast X-ray imaging is, in reality, a collection of different approaches delivering different kinds of information.
In principle, a description of the underlying mechanisms would require a complete theory of X-ray scattering by electrons
in the imaged objects. This includes energy-conserving phenomena like interference, diffraction and refraction as well as
inelastic phenomena like absorption.

Some basic features, however, can be understood without sophisticated theories [13]. One can see in Figs. 4 and
5 that coherent X-rays enhance the visibility of edges between different parts of the object. What produces this edge
enhancement?

Actually, as shown by Fig. 5, two phenomena contribute to it: edge refraction and edge diffraction. Such phenomena
are schematically illustrated in Fig. 6. In the top part of the figure, we see a beam of X-rays passing through a slanted
edge between two parts of the specimen. The beam deviation produces a pair of bright–dark fringes as in the top portion
of Fig. 5. This phenomenon is observed in the majority of the phase-contrast X-ray images.

The visibility of the fringe pairs changes with the specimen-detector distance, which for a fixed deviation changes their
geometry at the detector. For small distances, the fringes may be too narrow with respect to the detector resolution, and
therefore not visible. As the distance increases, they become visible. But their widths eventually become too broad, and
they disappear.

The specific distances for which each aspect of the above behavior occurs depend on the edge geometry — which
changes from edge to edge and is in general more complex than the simple case of the top part of Fig. 6. So, the above
conclusions do not lead to general rules for all specimens and all edges and must be used empirically.

The second edge-enhancement mechanism is illustrated in the bottom part of Fig. 6. Basically, it is a case of the classic
phenomenon of ‘‘Fresnel edge diffraction’’, which for visible light produces diffraction fringes at the edges of opaque
objects. This mechanism yields not just a pair but a series of fringes, as seen in the bottom part of Fig. 5.

Contrary to edge enhancement by refraction, the visibility of the Fresnel-diffraction fringes monotonically increases
with the specimen-detector distance. Such distance can thus be adjusted to enhance one of the two mechanisms of Fig. 6
with respect to the other, and in general to optimize the edge visibility. In most cases, refraction fringe pairs are the most
effective in creating good phase-contrast radiographs.
8
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Fig. 5. Two X-ray images of the edge of an optic fiber, obtained with different geometries and emphasizing the two different phase-contrast
mechanisms producing edge enhancement.

Both mechanisms can produce visible fringes only if the initial X-ray beam has a well-defined geometry. This requires
high level of spatial coherence.
Interestingly, simple models demonstrated that only a limited level of longitudinal coherence is required [14,15]. Thus,

t is not necessary to decrease the wavelength bandwidth with a monochromator. Without a monochromator, one avoids
he corresponding loss of flux and increases the signal level. This approach has boosted the possible application of phase
ontrast radiology and its impact in different disciplines.

.2. Technical breakthroughs along the path to SYNAPSE: accelerators

Electron accelerators used as synchrotron sources are of course a key factor in advanced X-ray imaging, which in turn
s the backbone of SYNAPSE. We briefly review here the corresponding developments.

The early use of synchrotron radiation was parasitic to high-energy physics experiments. However, researchers
radually felt the need for dedicated light sources. The full-time use of an accelerator as a synchrotron source was
uccessfully tested with Tantalus at the Wisconsin Synchrotron Radiation Center in the late 1960’s. Projects for the
onstruction of storage ring accelerators dedicated to synchrotron radiation began in the mid-1970s. These dedicated
acilities are known as ‘‘second-generation sources’’.

Being free from the restriction of high-energy experiments, researchers were seeking novel ways to generate brighter
adiation. A preferred solution was provided by wigglers or undulators installed on the straight sections of the accelerator.
e have seen how undulators generate high-brightness radiation. In addition, their emission is quasi-monochromatic
wing to the already mentioned interference effect.
Optimization of the accelerators for the use of undulators promoted the concept of third-generation synchrotron

adiation sources. The performance of undulators strongly depends on the ‘‘emittance’’ of the electron beam, which is
he combination of the transverse cross section and the angular spread from the reference trajectory. Lower horizontal
mittance is preferable for better performing undulators, and became a target for third-generation facilities.
Early planning for third-generation facilities began in the 1980s for soft-X-rays and the vacuum UV spectral region in

rieste (ELETTRA), Berkeley (ALS — Advanced Light Source), and elsewhere. The first hard-X-ray third-generation source
as the European Synchrotron Radiation Facility (ESRF) in Grenoble. At that time, the undulator technology was still
volving, so a high-energy electron beam (several GeV) was considered necessary to generate hard X-rays with undulators.
9
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Fig. 6. Schematic illustration of the two edge-enhancement mechanisms active in Fig. 5. Top: production of a bright–dark fringe pair by refraction
at a slanted edge. Bottom: Fresnel edge diffraction causes a series of fringes.

The electron energy stepped up from 6 GeV to 7 GeV (Advanced Photon Source-APS, Argonne, USA), and to 8 GeV
SPring-8, Japan). These facilities started user operations in the 1990s.

The operation of third-generation sources led to substantial progress in undulator technology. A remarkable develop-
ent was the in-vacuum undulators, designed by the SPring-8 team, which had a key role in the subsequent advances

n synchrotron and x-FEL sources. The arrays of permanent magnets were placed in a vacuum chamber [16] strongly
educing their gap with respect to conventional out-of-vacuum undulators.

A narrow gap enhances the magnetic field and the emission of X-rays. Indeed, the 27 m long undulator at SPring-8
elivers 1014 photons s−1 at a photon energy of 15 keV, even after spectral filtering by a Si double-crystal monochromator.
The impact of these achievements was widespread, and SPring-8 has become a worldwide standard [17,18]. The

mproved uniformity of an undulator magnetic field also enhanced the brightness of the higher harmonics emitted at
ubmultiples of the fundamental wavelength. This made it possible to produce hard-X-rays with medium energy electron
ccelerators.
As new third-generation sources continued to be built and improved, many users recognized their usefulness for

cience and technology, including industrial applications. Many countries constructed third-generation SR facilities based
n medium-energy (a few 3 GeV) storage rings. In the Asia-Oceania region, there are four such facilities: the Australian
ynchrotron (AS) in Melbourne, the Pohang Light Source-II (PLS-II) in Korea, the Shanghai Synchrotron Radiation Facility
SSRF) in China, and the Taiwan Photon Source (TPS) in Hsinchu.

Undulators reach their ultimate performance when the electron beam emittance becomes smaller than the photon
eam emittance. This situation corresponds to the already mentioned ‘‘diffraction-limit’’ in coherence. Various efforts
ave been made towards diffraction-limited light sources. The most effective is the adoption of a multi-bend-achromat
MBA) magnet lattice [19], replacing the typical double-bend-achromat (DBA) [20] lattice of third-generation rings. The
BA strongly decreases the electron beam emittance by increasing the number of bending magnets within a unit cell of

he storage ring lattice. Synchrotron radiation facilities based on MBA storage rings are often called ‘‘fourth-generation’’
ources.
MAX-IV in Lund, Sweden, was the first fourth-generation facility [21]. Many synchrotron facilities around the world

re now being upgraded using the MBA strategy. Notably, ESRF was recently reshaped obtaining a machine called
‘Extremely Brilliant Source’’ (EBS) [22]. And there are several more plans, for example SIRIUS in Brazil [23], for constructing
ourth-generation facilities and/or upgrading existing sources.
10
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In the Asia-Pacific region, Japan is constructing a new ultrabright 3 GeV facility in Sendai [24], China, a 6 GeV ring
ear Beijing [25], Korea a 4 GeV machine in Cheongju [26] and Thailand a 3 GeV source [27]. Japan is also preparing the
pgrade of SPring-8 to a 6 GeV fourth-generation facility [28].
Although MBA sources achieve ultrahigh brightness, various issues remain to be addressed from the user perspective.

or example, maintaining the stability of the source and that of the beamline optics. Indeed, even tiny vibrations at either
he source or the optics degrade the effective geometry and the brightness. Even with these difficulties, MBA machines
re excellent continuous sources. In parallel, the advent of X-ray FELs provide outstanding pulsed sources with extreme
eak brightness.

.2.1. X-ray FELs today
We have seen that, due to the previously mentioned technical difficulties, the FEL strategy was limited for decades to

ong (infrared) wavelengths. But it now extends to X-rays.
The first operating x-FEL was the Linac Coherent Light Source [29] at Stanford, proposed in 1992 by Pellegrini and

ollaborators and realized in 2009. The Advanced Photon Source at Argonne developed its Low Energy Undulator Test
ine (LEUTL) and constructed an FEL for the visible-to-ultraviolet photons [30]. In the same period, DESY at Hamburg was
eveloping the TESLA project [31] for soft-X-rays, which eventually led to the hard-X-ray European X-FEL [32].
When the LCLS and TESLA x-FELs were designed, the in-vacuum undulator technology was not yet mature, so they used

ut-of-vacuum undulators. Adopting instead in-vacuum undulators with short periods, SPring-8 realized a revolutionary
esign for FELs, the ‘‘SPring-8 Compact SASE Source (SCSS)’’.
The implementation of new x-FELs is now spreading worldwide, notably with SACLA at SPring-8, the PAL X-FEL [33]

n Korea, the Swiss x-FEL at the Paul-Scherrer Institute [34]. The Shanghai Institute of Applied Physics (SINAP) built a
oft-X-ray FEL and is planning a high-repetition rate superconducting x-FEL [35]. Another notable development was the
ealization of the aforementioned ‘‘seeding’’ technique by the FERMI source in Trieste.

These exciting developments justify a question: what role, if any, will x-FEL play in the SYNAPSE strategy? The question
s largely open.

For example, the peak brightness of present x-FELs is still insufficient [36] for high-resolution image reconstruction [37]
f biomolecules <10 nm. Alternate strategies were proposed exploiting coherence [38–43]. However, their feasibility has
ot yet been fully demonstrated.
The possible contributions of x-FELs to brain imaging are still not clear. Note that the ‘‘detect-and-destroy’’ strat-

gy, [44], extracting information in a time short enough to avoid significant damage, is also not yet demonstrated for
iology tissues. It is, however, possible to use X-ray imaging techniques based on x-FELs, specifically coherent diffraction
maging (CDI), to obtain detailed information on the structures of proteins and the microscopic organelles of neurons.

All in all, the use of x-FELs for SYNAPSE is something to watch but not guaranteed. The possible access to three FELs
ithin the consortium is, however, an advantage.

.2.2. Developments in X-ray optics
Optics devices for processing X-rays play of course a critical role in imaging. However, they face significant difficulties

ecause of the fundamental physical properties of short-wavelength radiation. Specifically, the real part of the refractive
ndex is close to unity, therefore standard refractive lenses cannot be developed. Furthermore, reflection is very limited
xcept at very small incidence angles. These characteristics sharply limit the applicability of optical solutions developed
or the visible light.

Without optical devices, the resolution level achievable by X-ray microimaging is limited. It is specifically difficult to
each spatial resolution better than 1 µm due to penumbral blurring and the diffraction spread. However, with state-
f-the-art microfabrication technology, it has become possible to manufacture high-precision X-ray optical devices and
idely exceed this limit.
X-ray optical devices are developed for scanning microscopy or for full-field imaging microscopy. Both types of

echniques now reach a spatial resolution at the 10 nm level for X-ray photon energies below 20 keV [45,46].
For X-ray optical devices, total reflection, diffraction, and refraction phenomena are utilized. A reference reflection

-ray focusing device is the Kirkpatrick–Baez mirror conceived in 1947 [47], in which two aspherical mirrors that focus in
rthogonal directions are arranged in tandem to achieve a point focus. This solution can be used for scanning microscopy.
Reflective optics can also be used in imaging microscopy. One example is the ‘‘Wolter mirror’’, the combination of

wo aspherical reflection planes with ellipsoidal (or paraboloidal) and hyperbolic surfaces [48–51]. The advantage of this
olution is primarily the absence of aberrations [52].
Another widely used X-ray focusing device is the Fresnel zone plate (FZP) [53–55]. This is a concentric circular

iffraction grating with alternating absorbing and transmitting zones. The zone thickness and diameter follow a specific
athematical constraint that produces a sharp focal point.
The FZPs are widely used both for scanning and as thin lenses for imaging microscopy with limited aberrations.

hey work quite well for relatively low photon energies, but their efficiency is lower at high photon energies, for which
eflection devices work better. The fabrication of X-ray FZPs is a difficult task since it requires realizing very thin outermost
ones with a high aspect ratio to obtain sufficient absorption [56–59]. To solve the corresponding mechanical stability

roblems requires innovative technical designs [60].
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Fig. 7. A series of SEM images with increasing magnification of a Au zone plate with outermost zone width ∼20 nm. Scale bars (top row, left to
ight): 20 µm, 5 µm, 2 µm, 0.5 µm; (bottom row): 500 nm, 500 nm, 200 nm, 100 nm.

Fig. 7 shows an example of FZP manufactured by SYNAPSE members [61]. The device was fabricated by high-voltage
100 keV) electron beam writing, capable of producing structures of a few nm over a large area (diameter ∼500 µm).
he high-resolution FZP pattern developed on a thick photoresist layer is then filled with Au by electrodeposition. The
canning electron microscopy (SEM) images of Fig. 7 show a 500 nm thick Au FZP with 20 nm outermost zone width,
eaching an aspect ratio (thickness or height divided by the width) of 25 with a single layer process. This class of zone
lates already produced X-ray images with <20 nm resolution [62].
There exist also X-ray refractive-optics devices somewhat reminiscent of visible light lenses. However, as mentioned

he (real part of the) refractive index of X-rays in materials is only slightly less than unity. Therefore, compound refractive
enses (CRLs) are used [63], in which many concave lenses are realized in series in a solid material along the optical axis.
he CRLs can be used for imaging microscopy [64], especially in the high photon energy range where the absorption by
he solid material is limited.

Some of the devices mentioned above can now reach resolutions at the 10 nm level. And this is not the ultimate perfor-
ance. For example, laterally-graded multilayer focusing mirror with wavefront corrected adaptive X-ray systems [65] and
ultilayer Laue lenses (MLLs) [66–68] can reach higher resolution, and nanometer-level focusing has been reported [69].
X-ray optics devices play, of course, a fundamental role in brain imaging. Their recent technical progress are essential

ngredients for SYNAPSE. Devices with different performance levels will be utilized in the program for different tasks
ithin the overall strategy.
For example, tomography at micron-level resolution can be used for the general brain mapping tasks. And regions

f special interest can be analyzed with nanometer-level resolution. The strategy must harmonize the need to obtain
he important information and the overall duration of the experiments, as nanometer resolution is of course more time
onsuming.
The practical implementation of the SYNAPSE strategy relies on forthcoming improvements in resolution and image-

aking time. Rather important improvements are underway for both aspects.

.2.3. Detectors for X-ray imaging
X-ray detectors are another key technical issue for the SYNAPSE project. But they face a fundamental problem. Weak

nteraction with matter allows high penetration, which is a key reason for the widespread use of X-rays. However, it
omplicates their detection. As a consequence, radiology largely used for a long time ‘‘lens-less’’ solutions — and still
oes. This enhances the importance of the spatial resolution and sensitivity of advanced X-ray sensors [70].

-ray-to-Visible Conversion
This conversion is exploited by many detector systems and is notably implemented with scintillating materials —

.g., CsI or phosphorus particles. The visible images can be magnified with standard optics and detected with a camera,
roducing radiographs with high spatial resolution. Fig. 8 shows the schematic diagram of a standard imaging system
sing this conversion to perform submicron-resolution tomography.
This experimental system is, in essence, a visible-light microscope. Thus, innovative approaches originally implemented

or visible microscopy can be transferred to radiology using commercial low-cost components.
The spatial resolution allowed by X-ray-to-visible conversion is excellent, reaching the diffraction limit set by the

isible light [71,72]. Not surprisingly, this approach dominates full-field radiology with micron and submicron resolution,
eaching the nanometer level with matching X-ray magnification optics [73].
12
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Fig. 8. Optical layout of an X-ray imaging system using X-ray-to-visible conversion. In the configuration (a) the microscopy objective is placed
irectly behind the scintillator screen and risking X-ray damage. The lens is placed behind the mirror reflector in configuration (b) but requires
onger working distances and therefore lower NA (Numerical Aperture) and lower resolution.

The X-ray-to-visible conversion, being very effective, largely compensates the handicaps of magnifying X-ray lenses
74,75]. For example, the transmission X-ray microscopes [76–78], shown in Fig. 9, achieved with this approach ∼16 nm
esolution [54,79], notably using a >200x X-ray Fresnel zone plate lens.

iber optics taper coupling
Without a complicated optical system, most of the X-ray cameras integrate the scintillating film directly with a CCD or

MOS sensor. This not only simplifies the detecting system but also reduces the loss of photons caused by the microscope
bjectives and by other optical components. The magnification or demagnification of the visible light image generated
y the scintillator screen can be achieved by coupling a tapered fiber optics from the X-ray sensor layer (the scintillator
creen) to the visible light imaging device (see Fig. 10).
By aligning each bundle to the pixels of a CCD or a cMOS sensor, the tapered bundles provide magnification or

emagnification like a visible-light microscope objective, with very high efficiency. It is also possible to couple a thick
ixelated scintillator screen matching each scintillator pixel with the fiber optics to increase the X-rays-to-visible
onversion efficiency.
This type of detection currently achieves only limited resolution for X-ray imaging: this reduces its usefulness for

YNAPSE. However, the pixel size (3–30 µm at present) of the image sensors may be reduced in the future with specialized
anufacturing technologies. SYNAPSE will follow these developments looking at the possibility of special applications.
One should note that the use of CCD and cMOS technologies to detect X-rays was a major breakthrough along the

ath to high-resolution radiology with a large field-of-view. Another important element of progress was the increasing
umber of pixels. The practical consequences discussed later are particularly important for SYNAPSE.

irect X-ray detection
It is possible to detect X-ray photons directly on a semiconductor imaging device without converting them to visible

hotons. The efficiency is optimized by fabricating a suitable sensor layer that converts X-ray photons to electrical signals
nd is linked to readout electronics by metal bump bonding [80,81].
Sensor devices of this kind provide the ultimate performance in terms of sensitivity, reaching single-photon counting.

hey are already commercially available. However, the current pixel size is not sufficient for the needs of a project like
YNAPSE. One can expect this situation to improve in a short time. Among the important projects in this field, we note
axipix [82,83], XPAD [84], Pilatus [85] and AGIPD (adaptive gain integrating pixel detector system) [86].
13
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Fig. 9. (a) Schematic diagram of a hard-X-ray Fresnel zone plate (FZP) microscope with the option of Zernike phase contrast. (b) image of a 15 nm
pitch test pattern.

Fig. 10. Schematic of a charge-coupling device (CCD) coupled with a Fiberoptic taper for X-ray imaging.

These detectors are already the foundations of many X-ray diffraction and imaging experiments. The recent progress
s based on integrating multiple functions – signal processing and amplification – in a pixel of a cMOS sensor [87]. This
enefits spatial resolution and efficiency.
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. Synchrotron based imaging techniques

We already presented in Section 2.1.2 the basic aspects of the use of coherence for phase-contrast imaging. We shall
ow expand our description of the different X-ray imaging approaches that already have a role in SYNAPSE or may be
sed for it in the future.

.1. Real-space imaging

.1.1. Micro and nano-radiology and tomography
These two full-field imaging methods record the planar distribution of X-rays transmitted through the specimen

‘‘shadowgraphs’’) and reveal the X-ray absorption by the corresponding specimen region. They work in a way similar
o medical radiology techniques [88].

Tomography uses radiographs taken at different angles between the X-ray beam and the specimen. The 3D distribution
f the X-ray absorption by the specimens is extracted by computer processing (‘‘tomography reconstruction’’).
The simplicity of the imaging process and the straightforward interpretation of the data make these techniques the

ost used synchrotron-based real-space imaging approaches [13,89]. They are indeed implemented in all synchrotron
acilities. In some cases, they were used for medical diagnosis as a high-resolution alternative to standard clinical
adiology [90,91].

We have seen that synchrotron radiation revolutionized radiology thanks to its brightness and to the exploitation
f phase contrast in addition to absorption contrast. This notably produced the resolution required for SYNAPSE. As
entioned in Sec. I.2.c, to achieve high resolution, radiology and tomography use X-ray-to-visible conversion. Nanoscale
-ray imaging exploits, in addition, special lenses to magnify the X-ray images, further improving the resolution [76,91].
SYNAPSE takes specifically advantage of the recent developments in this subdomain. Its overall strategy combines

maging at micron level and nanometer level into the same system. This equipment, called AXON (Accelerated X-ray
bservation of Neurons), was designed to optimize the speed and resolution for the brain mapping tasks. Fig. 11 shows
he schematic diagram of an AXON system and examples of resolution performance.

By capturing the X-rays transmitted through the sample with a scintillator, and then recording the visible images
ith a high-resolution optical microscope, AXON microtomography (micro-AXON) enable us, for example, to image the

nterior of a whole fly head at <0.3 µm resolution. With similar procedures, AXON nanotomography (nano-AXON) achieves
20 nm resolution by magnifying, as mentioned, the projected image with a Fresnel zone plate [76,91].

.1.2. Micro and nano-probes
Images of the spatial distributions of the chemical components, of their chemical state, of the spin orientation or of

ther physical quantities are obtained by focusing an X-ray beam on the sample, detecting the relevant signal and scanning
he sample with respect to the probe.

One relevant example is scanning fluorescence X-ray microscopy. In this technique, X-rays induce the photoionization
f inner shell electrons to form vacancies in a shell, e.g., the K-shell, of a specific element. These vacancies are then filled
y the transitions of electrons from an outer shell, e.g., the L- or M-shell. During which, X-ray photons are emitted with
nergy equal to the difference between the energies of the two shells.
Therefore, the emitted X-ray photon energies are specifically related to the elements in the specimen and can be used to

etermine their distribution. The fluorescence X-ray photons are captured by an energy-resolving detector, perpendicular
o the incoming X-ray optical axis. The resulting ‘‘chemical maps’’ can be quantitative and reach high spatial resolution and
igh sensitivity. In fact, sensitivity levels of femtograms or even attograms are achievable for low-concentration elements.
Scanning fluorescent X-ray microscopy is now routinely applied in a variety of domains [92,93]. We note, for example,

he study of the Alzheimer’s disease inside basal ganglia [94] and of intercellular fatty acids [95].

.1.3. Fast and ultrafast X-ray imaging
X-ray imaging can achieve high time resolution by using specialized detection systems such as high frame-rate cameras.

nd by exploiting the pulsed time structure of X-ray sources: picoseconds for synchrotrons, femtoseconds to attoseconds
or x-FELs and laser plasma sources. These specialized techniques are closely followed by the members of the SYNAPSE
onsortium, some of whom are personally involved in the corresponding experiments. They are looking forward to a
ossible integration of time-resolved experiments in the strategy.
The feasibility of this potential direction of SYNAPSE is not yet established. Indeed, the ultrahigh brightness of ultrashort

-FEL pulses typically damage brain specimens. An alternate approach would be to accept the damage but exploit the short
uration of the pulses to obtain the information before it occurs. However, this ‘‘detecting-and-destroying’’ strategy is not
easible in the case of brain specimens since the damage is not localized.

We note, however, that X-ray imaging not using x-FELs is already performed with high imaging speed, >1000 Hz or
icrosecond exposure times [96–99]. The speed is essentially limited by the number of X-ray photons, in turn determined
y the source brightness. X-ray imaging is already used to study dynamic phenomena at the microsecond to nanosecond
evel [100,101].

SYNAPSE is not targeting dynamic phenomena at the present stage. However, it does profit from high imaging speed
which determines the time required for a tomographic image. The current performance of <0.1 s per projection image

chieved with AXON systems is already optimal considering existing mechanical constraints.
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Fig. 11. AXON instrumentation and spatial resolution. (a) Schematic picture of the two types of synchrotron beamlines used for AXON: on the left, a
nanoresolution transmission X-ray microscopy facility, and, on the right, a microtomography facility. Bottom: images of test patterns whose smallest
features are 20 nm (b) and 0.3 µm wide (c), showing that the spatial resolution of the microtomography (nanotomography) beamlines is sufficient
to detect submicron (nanometer) features.

2.1.4. Spectromicroscopy
The advanced characteristics of synchrotron sources led to a series of new experimental techniques investigating

chemical and physical properties on a microscopic scale. Although developed for materials science, such techniques find
increasing applications in other domains — and is quite useful for biomedical research. We are considering them for
possible integration in SYNAPSE.

One important case is X-ray spectromicroscopy. By combining high lateral resolution to spectroscopic analysis, this
technique can nondestructively deliver detailed chemical information on a scale down to nanometers. X-ray spectromi-
croscopy can be implemented in a tomographic mode, becoming quite useful, for example, in the analysis of cultural
heritage specimens.

Complementary to X-ray spectromicroscopy are the spectroscopic versions of microscopy techniques in other spectral
ranges. Spectroscopic imaging has been proved to achieve 3D rendering, e.g., in Raman microscopy [102], infrared (IR)
microscopy [103] and mass spectrometry [104].

One challenge within spectromicroscopy techniques is to normalize the signal-to-noise ratio between 2D images
stacked for 3D rendering. This is specifically relevant to the comparison and merging with X-ray imaging results, discussed
later and can potentially be a potential problem for the future development of SYNAPSE, that might also include the use
of different spectromicroscopy techniques.

Indeed, SYNAPSE already includes a strong collaboration with parallel projects using infrared spectromicroscopy
[105,106]. This technique has a great potential for analyzing large samples (typically tissues) because of high-efficiency
focal plane array detection and rapid acquisition with high signal-to-noise ratio.

2.2. Coherent diffractive imaging (CDI)

The coherence of synchrotron radiation paves the way to a powerful class of imaging techniques whose relevance to
SYNAPSE is under analysis. These techniques are collectively known as CDI.
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Diffraction patterns recorded at a far-field geometry with coherent visible or X-ray illumination contain the entire
nformation about amplitudes and phases caused by the interaction of the wave with each point of the object. In 1948,
abor proposed that the complex wave functions could be extracted by reconstruction of the diffraction patterns, with
esolution not limited by the lens aberrations [107].

For X-rays, we have seen that lenses are difficult to fabricate and with technical limitations. Therefore, CDI is better
mplemented without lenses. The strategy is based on performing inverse Fourier transforms of the diffracted waves.

The problem is that the experiments do not detect the complex diffracted waves but only their intensity, corresponding
o the wave amplitude. The information about the phase is missing, creating the so-called ‘‘phase problem’’. Different
pproaches have been invented to solve the problem, some of them taking advantage of the different wavelengths emitted
y a synchrotron source. The phase problem is, in general, a very active area of research [108–114].
CDI can strongly profit from the ultrahigh peak brightness and coherence of x-FELs [115–121]. As an example, we

xploited in a test experiment x-FEL radiation to image ∼100 nm liposome particles in water — even though they
onsist of weakly scattering biomolecules. The diffracted intensity was sufficient for CDI reconstruction, which yielded
uantitative information on individual particles [122] and on drugs carried by them [123–125]. These results indicate
hat we could image cell vesicles in neurons relevant to brain functions, a performance that could be interesting for
YNAPSE.

econstruction
The possible use of CDI for SYNAPSE justifies the efforts within the consortium to improve the reconstruction methods.

he first step of the strategy is to reconstruct the real space image to generate random phases and combine them with the
mplitude information from the reciprocal space pattern. Then, a Fourier transform is applied back and forth to transform
mages between real space and reciprocal space — with the squared modulus of the diffracted wave field set equal to
he measured diffraction intensities in each cycle.

By applying various constraints in real and reciprocal space, the pattern evolves into an image after enough iterations
f the so-called hybrid input–output process [119]. To guarantee reproducibility, the process is repeated with new sets
f random phases for each run, over hundreds to thousands of cycles [126–129]. The results on test specimens are rather
ncouraging.
This progress notwithstanding, it is not yet clear what role CDI (with or without x-FELs) will play in brain mapping

ithin SYNAPSE. Indeed, the aforementioned specimen damage problem is still an unexplored issue.
Note, however, that CDI can be implemented with a synchrotron source rather than with an x-FEL, without targeting

tomic resolution and using a fixed specimen that allows longer X-ray exposures. The corresponding method is called
‘ptychography’’ [130–133]. We are watching its progress and assessing its potential interest for SYNAPSE [134,135].

. Examples of applications of advanced X-ray imaging

.1. Microradiology and microtomography

The development of the SYNAPSE strategy takes place in a wider environment in which imaging techniques are applied
o a broad variety of issues in different disciplines. Knowing this environment is important to assess the development of
echniques that could be imported to SYNAPSE — and also the potential impact of the SYNAPSE developments in many
isciplines. We shall present here some examples coming from the research of members of the SYNAPSE coalition.
We shall specifically illustrate the advantages of X-ray microimaging using selected applications different from brain

esearch. This will notably confirm that the most important characteristic of X-rays for imaging applications is their high
enetration in solid objects. When coupled with high spatial resolution and with coherence, this feature yields a very
owerful probe with diverse and very extended applications. We have seen, indeed, that flux and brightness are not the
nly positive characteristics of synchrotrons and free electron lasers, since coherence is playing an increasingly important
ole.

Note, by the way, that high flux and brightness can sometimes be a mixed blessing. X-rays can damage the specimens.
aution must be exercised to guarantee that radiation effects are limited.
As a consequence, radiology and tomography with synchrotron radiation are still mostly confined to non-living

pecimens. The limited applications to live animals are further complicated by legal and ethical requirements. All the
elevant handling procedures and the formal authorizations of all involved authorities are required. Dealing with such
omplications is justified by the potential impact of imaging experiments that may be indeed very important for the
tudy of diseases with high impact on society.
A common characteristic of the examples presented here is the coordinated use of multiple synchrotron techniques.

his illustrates the remarkable versatility of X-ray imaging. And it also highlights its role as the coordinating technique
or the integration of the results from other imaging techniques not based on X-rays. The three-dimensional structures
evealed by X-ray microtomography are excellent frames to incorporate other kinds of information. This fact strongly

nfluenced the connectome mapping strategy for SYNAPSE.
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Fig. 12. Tomography reconstructed images of solid-tumor-induced angiogenic microvessels.

.1.1. Microvasculatures
This was one of the first applications of the enhanced imaging performances made possible by synchrotron sources

136–138]. Indeed, microvasculature studies were not previously possible because of the insufficient resolution and/or
he limited 3D imaging capabilities [139].

To yield useful results, microvascular analysis must be extended to blood vessels as small as 3–4 µm in diameter.
uch microvessels cannot be imaged by magnetic resonance (MRI), CT scans, ultrasound imaging, or other visualization
ethods, whose typical resolution levels are hundreds of microns.
Electron microscopy and visible microscopy can of course reach higher resolution. However, for building three-

imensional images they must rely on sectioning the specimens and imaging many consecutive slices.
This line of research specifically analyzed tumor-induced microvasculatures. The background of the research was

nfluenced by the 1971 work of Folkman et al. who proposed that the growth of tumors depends on angiogenesis [140].
t was shown that an imbalance exists of pro-angiogenic and anti-angiogenic factors that allows the development of
n abnormal vascular network. Histological studies revealed numerous dilated vessels in angiogenic tumors [141]. This
roduces a heterogeneity in the tumor blood flow, and consequently an abnormal oxygenation and nutrient uptake,
ccompanied by increased tumor interstitial fluid pressure [142].
These discoveries inspired anti-angiogenic therapies [143,144], trying to block the development of anomalous blood

essels in growing tumors. The approach was notably developed for brain glioblastomas, a type of tumor extremely diffi-
ult to treat with other therapies. Unfortunately, glioblastoma multiforme did not respond as hoped. A shift from mostly
olid towards more infiltrative tumor forms often occurs, and the survival time does not significantly improve [145]. It is
ow even assumed by some authors that anti-angiogenic treatments stimulate this trend [146].
To clarify these and many other issues, it was necessary to investigate in detail the differences between normal

nd tumor-induced microvasculatures. This required probing the vessel network morphology on the large scale of an
ntire tumor, also analyzing the functionalities [147]. In turn, the study requires a quantitative imaging technique able
o characterize microvasculatures with micron-level resolution [138]. The images must be mathematically analyzed to
etermine the three-dimensional distribution of the morphological vessel features.
Note the similarities between these requirements and those of whole-brain imaging in SYNAPSE. In both cases, high

esolution and excellent three-dimensional imaging are necessary. Plus, sophisticated mathematical analysis must be used
o extract useful information. Of course, the challenges created by whole-brain mapping are much more severe.

For glioblastoma microvasculatures, the technical problems were solved by using high-resolution microtomography
nd different tumor phenotypes. Their microvasculature organization and shape at different growth stages were analyzed.
ynchrotron microtomography (Fig. 12) demonstrated the capability to image minute microvasculatures in healthy and
umor-related mouse brain tissues. A powerful mathematical image analysis method was developed to extract a series of
orphological vessel parameters.
This experimental strategy was made possible by the use of Au nanoparticles in solution as contrast agents [148,149].
he achieved imaging performance notably allowed the study of large volumes as required for reliable quantitative
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nalysis. Note that >80% of the brain microvasculature consists of vessels with a lumen dimension <5 µm [150,151].
his quantitatively defines the required spatial resolution, which can only be achieved using a synchrotron source.
The nanoparticle decoration was essential for improving the contrast. Here again, this fact is relevant to SYNAPSE: we

hall see that new staining methods based on nanoparticles are a key part of its plans.
The mouse glioblastoma microvasculature studies were crowned by success. A key result was obtained by accurately

easuring the microvasculature volume and comparing it to the tissue volume. This included tissues inside the tumors, at
he tumor periphery and healthy tissues. It was discovered that the vasculature-to-tumor volume ratio does not detectably
hange with the tumor size. The ratio is different for angiogenic, cooptive, and mixed-form glioma tumors. But, for each
ind of tumor, it stays constant at different stages of tumor growth.

.1.2. Tumor imaging
Results relevant to SYNAPSE were also obtained by efforts targeting the imaging of some solid tumors that have

ifferent density than the surrounding tissues and can be detected by X-ray imaging [152–154]. For example, lung tumors
ould be imaged with excellent resolution, revealing a wealth of details thanks to phase contrast. Specifically, tumors with
ize <1 mm could be clearly imaged in live mouse lung [155], a result possibly relevant to early cancer detection.

.2. Nanoparticle synthesis with synchrotron radiation

Synchrotron sources find an important role in radiology parallel to the direct use for imaging: they are used for
rradiation to stimulate the synthesis of metal nanoparticles [156,157]. This is quite relevant to brain mapping, which
ses such nanoparticles as contrast agents.
Nanoparticles can be synthesized using a vast array of different methods that employ chemical, physical, or biological

rocesses [158–160]. In our case, the use of synchrotron X-rays opens a potential route for producing size-specific
anoparticles [161–165] that can be used as image enhancers [166,167] — and also for disease treatment [168–172].
In-particular, gold nanoparticles have properties that set them apart. First, their absorption-to-scattering cross-sections

an be tailored depending on the nanoparticle size and morphology [148,173,174], facilitating high contrast imaging.
Second, Au nanoparticles are highly stable in solution and have low toxicity allowing high concentration and accu-

ulation in tissues for high-contrast X-ray imaging [175]. Third, stable Au nanoparticles can be synthesized ‘‘bare’’ [176],
llowing surface functionalization for biomedical applications [177,178].
The synthesis of metal nanoparticles via X-ray irradiation starts from the aqueous solutions of precursors

157,161–165]. Intense unmonochromatized synchrotron X-rays [179] are used to reduce the metal ions in the solution
nd synthesize large quantities (liters) of nanoparticles requiring no reducing agents and surfactants in the aqueous
olution. Most of the excellent properties, i.e., long shelf-life, high nanoparticle concentration, tunable size distributions,
an be attributed to the extremely fast radiolytic reduction effect of the very intense X-rays avoiding any undesired
ucleation and clustering of the bare nanoparticles.
Besides acting as contrast agents, by fast passivation and functionalized surfaces, very small nanoparticles, ∼nm size,

roducing bright fluorescent visible light are ideal for labeling [178] for multimodal imaging important for SYNAPSE. More-
ver, stable 197Au, can be transformed into 198Au and 199Au through neutron irradiation using a research reactor [180,181]
roducing β and γ -rays. The γ -rays that can be captured to reveal the emission location in an animal body with high
ccuracy, again a unique feature facilitating multimodal imaging.

.3. Time-resolved X-ray imaging and tomography

As mentioned, the high brightness of synchrotron X-rays is the key factor that makes SYNAPSE brain mapping possible.
ast imaging also enables imaging with high time resolution – with or without x-FEL’s – an integrated part of the SYNAPSE
trategy. We present here results studying the fast dynamics of the liquid drops on solid and liquid surface to illustrate
he potential of time resolve study.

Phase contrast X-ray microradiology was notably used to analyze the dynamics of bubbles and liquid drops, frequently
bserved in everyday life [182–186]. Time-resolved microradiology could directly image the entire processes of drops
mpact on solid surface [187] on the scale of microns and microseconds, revealing complex dynamic features [188,189].
pon hitting a solid surface, a liquid drop can spread, splash, break up, or bounce. X-ray images captured first the evolution
f an entrapped air film into a bubble on the scale of 100 microsecond [190].
The analysis of the images shows the formation of the pinch-off of the liquid channel and daughter droplets in the

ubble that is attributed to a contraction process driven by the surface tension of the water droplet. A critical value of
he relevant parameter was derived, above which the pinch-off does not occur, as verified for different liquids.

While the drops hit a liquid pool, the evolution of the entrapped air, and the dynamics of the entrained air display very
ifferent phenomena [191,192]. High-speed experiments on a variety of liquid pools revealed two retraction mechanisms
f the entrapped air film: inertial and viscous depending on the liquid viscosity [193–195].
These findings can be used to predict the morphological evolution of the entrained air under different conditions. The

uccess of applying high speed imaging with X-rays also opens the door for higher image throughput and the potential
o study live specimens without relying on heavy metal staining.
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Fig. 13. (a) Microtomography images of wheat grains. The creaseless wheat grain has a rounded shape (top), and normal wheat grain (bottom)
has a deep crease. (b) Cross-section views of the wheat bran region of normal wheat, and (c) creaseless wheat. The outer pericarp, seed coat, and
aleurone layer, where most nutrients are found, are still present on creaseless wheat, but removed by the excessive milling of normal wheat grains.
Images obtained at the BL 13W1 beamline of Shanghai Synchrotron Radiation Facility (SSRF).

3.4. Plant biology and food science

X-ray imaging is widely used for plant specimen studies — for example, the observation of water transport within
a plant xylem and phloem. This requires imaging internal microstructures in live condition — which was one the first
applications extending the scope of microradiology on biology specimens. High lateral resolution is critical to these
experiments as well as high time resolution.

Here one can see the advantages of combining X-ray imaging with other experimental tools. For example, the elemental
distribution in plants was obtained with synchrotron X-ray fluorescence microscopy [196] and microtomography [197].
For example, the distribution of contaminants was shown from the phytoremediation of polluted soils [198].

This kind of strategy is an excellent example of multimodal imaging, demonstrating the integration of different kinds of
information provided by different synchrotron X-ray techniques. One particularly interesting application of X-ray imaging
is the study of grains, obviously important for human wellbeing and the economy.

One example is the study of creaseless wheat, developed by combining variable frequency microwave radiation and
phytohormones treatment [199,200] and aiming to increase the wheat flour yield by reducing the waste of milling the
wheat grains with crease. Fig. 13 shows that the crease was completely absent leaving only slight trace on the grain
surface. X-ray fluorescence images, Fig. 13b and 13 c, confirmed that more nutrients, as much as 12% with respect to
regular wheat, are preserved through the milling of creaseless wheat.

Research on rice also tries to increase productivity and improve the grain quality to withstand stresses due to climate
change, diseases or insects — such as the rice weevil that infests grain and rice crops. Development of pest-resistant rice
and optimized harvesting times are very important to control the weevil infestation.

The analysis on wheat grains was also applied to rice. The X-ray tomographic images, Fig. 14, revealed the weevil
infestation that had penetrated the rice kernel and sealed the holes with a gelatinous substance making the infestation
undetectable. High speed tomography would allow fast examination of many grains to identify the pattern of infestation.

Furthermore, high resolution tomography detected microscopic structural changes of uncooked rice after ultrason-
ication forming microporous surfaces and fissures in milled rice. These changes allow a 28-fold increase of the iron
uptake following soaking in a water iron solution and a >80% retention after washing and cooking. The microstructural
20
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Fig. 14. 3D tomographic visualization of exterior and interior of the weevil-infested rice. Images obtained from the XTM beamline of the Thailand
Synchrotron Light Research Institute.

change also affected the textural properties, allowing the easy penetration of water during cooking and promoting a softer
texture [201].

Cross-sectional micro-X-ray-fluorescence mapping of uncooked grains showed that the distribution of nutrients in rice
grains is also highly inhomogeneous and, furthermore, the inward diffusion of iron fortifying agents at different rates,
reaching the kernel core.

3.5. Human heritage and paleobiology

Shortly after synchrotron X-ray imaging reached high resolution and high contrast, it started to be used to analyze
issues relevant to human heritage and paleobiology specimens, such as fossils, yielding very interesting results [202].
Synchrotron X-ray tomography examination is now a standard procedure in paleobiology.

There are requirements similar to brain imaging to perform these studies. The specimens for human heritage research
and paleobiology are often rare if not unique. Sectioning them to examine the microstructure in three dimensions is
seldom an option. Tools to non-invasively examine the internal structures of large and small samples with sub-µm
resolution are needed.

3.5.1. Internal structures of minute fossils
One example of these studies is the analysis of fossils of marine spiralian animal embryos [203]. These microscopic

specimens preserve minute details at the cellular level, allowing considerable insight into the embryonic and larval stages
of many early microanimals.

For example, X-ray microtomography detected signs of bilateral symmetry in many of the fossils. The evolution to
animals of bilateral symmetry, a common feature in many present-day animals, was considered later than the Precambrian
period, during the ‘‘Cambrian Explosion’’ [204]. The tunnels in Fig. 15, likely the ‘‘foot-print’’ of a infested animal, however,
are bilaterally symmetrical as far as their cross section is concerned. This suggested that these bilaterally symmetrical
animals might have appear in these Weng’an fossil specimens dated as at least 580 million years old [205–208].

The most interesting results obtained with synchrotron microtomography concerned the embryo development.
Fig. 15(b) and (c) shows such an example: the polar lobe formation is one of the symmetry-breaking mechanisms that
segregates maternal cytoplasmic substances only to certain blastomeres and not to others.

These fossil embryos similar to present lobe-forming embryos have been found in the Weng’an site. Microtomography
results interestingly imply that lobe formation is an evolutionarily ancient process of embryonic specification [209,210].
21
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Fig. 15. (a) 3D-reconstructed microtomography image of a microfossil with tunnels inside. The clear bilaterally symmetrical cross section of those
tunnels suggests that they had been formed by bilaterally symmetry nematodes embedded in the fossil embryo. (b) Surface rendered microtomography
images of a cluster of microfossils and (c) image made transparent showing the lobes are connected. Scale bars: 100 µm.

.5.2. Imaging ancient manuscripts
In the domain of human heritage, the analysis of ancient handwritings plays a key role to process the corresponding

uge collections which are only marginally exploited. Digitization often requires handling the specimens in a potentially
estructive way.
These challenges are very similar to those affecting the brain mapping. Indeed, there are many other techniques can

rovide detailed information on a macroscopic specimen, but the speed of processing limits the full exploration.
What makes synchrotron tomography applicable to ancient handwritings in the first place [211,212]? This is a fortunate

act: for more than a millennium, most of the European manuscripts used inks containing iron, an X-ray-absorbing
lement. The compositions varied but guaranteed the iron presence. The corresponding inks are collectively known as
‘iron gall inks’’. This fact provides the high contrast, much like the Golgi staining for the brain mapping with X-rays.

The marked advantage of X-ray tomography is the possibility to image entire volumes without opening them. Very
ast 3D imaging, therefore, provide the incentive, similar to the brain mapping. Then, advanced reconstruction techniques
an extract the writings page-by-page. This approach can be also applied to particularly difficult specimens like ancient,
ragile scrolls.

Extensive chemical analysis verified the presence of iron in different specimens over several centuries [213]. Real
pecimens were then analyzed revealing internal characters and words without opening them. The results were quite
nteresting and fascinating. In one case, the analysis was applied to the testament of the Venetian lady Catharuçia
avonario, unopened for many reasons, including a legal one, for seven centuries [214].
These studies stressed the importance of multidisciplinarity, which is a ubiquitous requirement for synchrotron

omography and in particular for brain mapping. In the case of lady Catharuçia’s testament, the revealed text is often
o abbreviated that makes no sense without the analysis of specialists. Tackling these problems required indeed the
ontributions of experts in literature and history.
With the manuscript-reading techniques ready for large volumes, the condition of specimen, such as page warping and

he slow deterioration of the writings, remain non-negligible problems, again similar to those affecting brain mapping.
uch problems often require a massive use of computer analysis and other specialized instruments.

.6. What we can learn

What is the message of the above examples? In essence, they demonstrate the imaging techniques for SYNAPSE, are
ery advanced, and well beyond the exploratory stage.
They are, in fact, used to tackle a variety of issues in different disciplines. And they illustrate the power and versatility

f synchrotron tomography, in particular in its micro and nano versions.
In essence, these tests demonstrate that the SYNAPSE strategy relies on a solid and established technical background.

urthermore, their results show that the SYNAPSE partners are fully qualified for the task, having developed hands-on
xperience on the necessary techniques.
This does not mean that the road to SYNAPSE is devoid of obstacles, but only that such obstacles are not insur-

ountable. Among them, we should note the computing aspect related to the sheer mass of data, to be discussed
ater.
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. Brain mapping with X-rays: Scientific justification and detailed assessment

.1. General background

The current experimental situation illustrated above creates the opportunity to progress towards the ‘‘holy grail’’ in
cience that constitutes the objective of SYNAPSE: mapping with X-rays individual cells and their connections in whole
arge-animal brains [215–226], including human ones. Until recently, the issue did not really exist because of the estimated
ery long total time to obtain a comprehensive map. The evaluations reached indeed centuries.
However, our evolving X-ray imaging techniques now reach a speed that makes the task reasonably feasible. Even

hough, before presenting new estimates, we must carefully define what is ‘‘the task’’ within the SYNAPSE initiative. This
efinition is also necessary to explain why the task is important and justifies the required, massive efforts.
Realistically speaking, SYNAPSE cannot – at least in its first phase – map the entire human brain down to the individual

ignal channels. However, it will provide new information well beyond present knowledge.
Based on our present performance, this initial task is feasible and can be completed in a few years. Indeed, with the

emonstrated X-ray imaging speed of 1 mm3/min, analyzing one entire human brain will take less than 1000 days.
Note, however, that mapping one whole human brain with present experimental strategies will not provide ‘‘the’’

ap of the human brain. In fact, conventional staining only allows detecting a portion of the neurons and of their
onnections. Even with the most optimistic improvements of the staining procedures, this portion will remain limited.
hus, a comprehensive map will require analyzing a rather large number of individual brains — of the order of 100.
This task would be prohibitively long with the present imaging speed. However, three facts must be considered to

btain the correct perspective. First, the speed performance of our techniques did not yet reach their ultimate levels.
here is much room for improvement, and this is why working for more rapid imaging is an essential part of the SYNAPSE
trategy.
Second, the overall mapping time can be shortened by analyzing specimens at different synchrotron facilities, in parallel

nd in a coordinated fashion. This is indeed the pillar of the SYNAPSE strategy. The coordination is a formidable challenge,
ut the expected results fully justify the efforts to achieve it.
The third positive factor is that the results of SYNAPSE, even from its first stage, will open the door to reverse

ngineering of the brain. This is similar to a hypothetical reverse engineering of silicon-based computers, starting from
aps of their circuitry as the first step.
Summarizing, the path of SYNAPSE will first target the analysis of one partially stained human brain and then tackle

he challenge of a complete map by analyzing many brains. The first phase is already underway and has been preceded
y concrete achievements. These are not limited to the example illustrated by the previous chapter but extend to cases
irectly dealing with brain mapping.
Indeed, using the AXON instrumentation we implemented an innovative strategy, combining synchrotron X-ray

icrotomography and optimized staining. More specifically, the strategy relies on two different AXON instruments
ombined in the same system: micro-AXON and nano-AXON.
As already outlined in Section 2.1.1, micro-AXON projects X-rays through the sample onto a scintillator and then

aptures the visible light images with a high-resolution optical microscope. This method images the interior of a large
pecimen with <0.5 µm resolution. We have also seen that Nano-AXON reaches, instead, ∼20 nm resolution by magnifying
he projected image with a Fresnel zone plate. And it also enhances the contrast with a Zernike-type phase ring. To
vercome the limitation of the field of view (FOV), multiple projection images can be combined, specifically for neuron
ibers extending over a large volume.

The combined instruments work best by using nano-AXON to zoom in the regions of interest, previously identified
y micro-AXON. The three-dimensional information carried by the projection images can be extracted by tomographic
rocessing [227]. Such a processing typically requires large sets of two-dimensional images for different specimen-
etector geometries, obtained by rotating the sample and/or the detector. Specialized computer programs convert such
mages into 3D information without deteriorating the resolution.

An important activity prior to SYNAPSE was the use of the above strategy to investigate the brain of Drosophila. This
as a very useful exercise, practically demonstrating the feasibility of the strategy for brains of limited size and with less
omponents than those targeted by SYNAPSE.

.2. Why does brain mapping matter?

This is a key point and a rather controversial one. Will mapping contribute or not to our understanding of how the brain
orks — or malfunctions? After all, microscopic information already clarified the internal processes of a single neuron
nd the possible mechanisms controlling the information flow. Why is this not sufficient?
Our answer is two-sided: On one hand, the question cannot be really answered in advance, prior to obtaining a good

ap. This is not an unusual situation for research: plenty of historical facts show the futility of trying to plan in advance
ll the details of the results of science. Consider for example the experimental foundations of quantum physics. They
pecifically required decades of work to measure the optical spectra of hydrogen and other elements, with no guarantee
hat the results would be useful.
23



A.P.J. Stampfl, Z. Liu, J. Hu et al. Physics Reports 999 (2023) 1–60

o
M
S

T
m
m
o
e

e
u

s
n
w

e
o
o
i

T
s

i
c

s
m
a

i

m
m

t
p

b
m
s

4

m
m

i
m
u

b
i
d
r

c
a
f
s

And there is another facet to be considered. There is plenty of evidence that a mere ‘‘reductionist’’ approach based
n microscopic information about the ‘‘building blocks’’ will not be sufficient to really understand how the brain works.
acroscopic-level information is also required, specifically including the structural information that will be provided by
YNAPSE.
This conclusion was discussed in great detail by Sporns, Tononi and Kötter [215] and by Morgan and Lichtman [228].

he last article is particularly interesting, since it takes one by one all the standard attacks against brain connection
apping (‘‘connectomics’’) and presents convincing counterarguments. This is not, in our view, a demonstration that
apping will eventually contribute to the understanding of the brain: as mentioned above, such a demonstration will
nly arrive after the fact. But Morgan and Lichtman did demonstrate the fallacy of the arguments used to impede this
ffort even before any mapping is attempted.
Without trying to add more elements to the lucid and complete argumentations of Ref. [228], we would like to

xplain here why we believe in the need for comprehensive macroscopic-level information, as a prerequisite for really
nderstanding how the brain works. Our belief is based on two lessons from the history of physics.
The first is the development of superconductivity. Below its transition temperature, a material is in a superconducting

tate. This is not just the state of a ‘‘good’’ conductor, but is characterized by other properties besides zero resistance,
otably the magnetic ‘‘Meissner effect’’. The nature of the superconducting state is still largely unknown, and the situation
as complicated by the discovery of high-temperature superconductors.
What is clear, however, is that the superconducting state cannot be constructed from the properties of individual

lectrons. The facts demonstrating this impossibility are striking. Consider for example the so-called ‘‘coherence length’’,
ne of the main characteristics of the superconducting state. In the so-called ‘‘BCS’’ (Bardeen–Cooper–Schrieffer) theory
f superconductivity, the coherence length roughly corresponds to the size of the ‘‘Cooper pairs’’, formed by electrons
nteracting through phonons.

For aluminum, the coherence length reaches 1.6 × 10−7 m, which corresponds to a volume of 4.1 × 10−21 m3.
his volume contains 2.5 × 109 core electrons and 7.4 × 108 valence electrons. One cannot, therefore, imagine the
uperconducting state as a mere perturbation of individual electrons that largely retain their properties.
The state is instead a collective electronic feature. Similarly, brain mapping may reveal structural features involv-

ng many neurons and synapses, making it impossible to consider the brain as a mere combination of independent
omponents.
The second lesson from the history of physics is related to particle accelerators, including the storage rings used as

ynchrotron radiation sources of X-rays. Treating the accelerated particles as individual entities cannot explain how the
achines work. Collective phenomena dominate, in particular in the instabilities that determine the accelerator properties
nd must guide its design and operation.
Ignoring the collective aspects would be a pointless exercise. Likewise, a brain composed of neurons working

ndependently is a pointless exercise far from reality.
This is why comprehensive mapping is a worthy enterprise. But a very challenging one. There are in a human brain

ore than 80 billion neurons, each with thousands of synapses connecting them to many other neurons. The result is a
assive and extremely complicated network.
These facts explain why the estimates for complete mapping were so far rather pessimistic. One exception has been

he European Human Brain Project [229], which adopted a computer simulation strategy. SYNAPSE is based on a different
hilosophy, targeting real maps obtained with X-ray imaging methods coordinated with other imaging techniques.
More specifically, SYNAPSE is based on breaking down the brain complexity into different levels of connection details

ased on the known ‘‘hierarchical’’ structure of physically mapped neural networks. The strategy thus includes multiscale,
ultimodality three-dimensional imaging approaches, targeting each level of the brain structure with a combination of
pecific tools.

.3. 3D multiscale imaging

The brain is a 3D system that requires 3D analysis. This is not a trivial point: imaging techniques not based on X-rays
ay reach high levels of resolution and speed but are not three-dimensional. The limitation specifically applies to electron
icroscopy — notwithstanding its excellent resolution performance.
Without 3D probes, the experimental solution is specimen sectioning . But this is far from optimal. Not only does

t complicate specimen preparation, but it compromises its integrity and the reliability of the information for brain
apping. Furthermore, it significantly increases the duration of the experiments, making once again whole-brain mapping
nfeasible over a reasonable time span.
The need for 3D imaging is not the only problem. The use of the information provided by SYNAPSE, which should

e open and free for all qualified researchers, also requires the organization of the results in a scalable fashion. This
s essentially a philosophy like that of Google maps. To reach the desired information on a specific neighborhood, one
oes not need a microscopic picture of an entire city or region. The exploration can start from a wide area with limited
esolution, progressively increasing the resolution of particular regions of interest when higher magnification is required.

SYNAPSE will work in a similar fashion. Information at the micron level will be obtained for the entire brain, and then
oupled to results at the nanometer level available for specific regions of interest. The basic information will be structural
nd provided by X-ray imaging. But it will not be isolated. Complementary information, notably about local chemistry and
unctionality, will be obtained with other techniques. The resulting ‘‘maps’’, therefore, will be scalable and will combine

tructural information with other elements, becoming very useful.
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.4. Why X-rays and why synchrotrons?

We already indirectly dealt with several facets of this question. Which is not irrelevant, since our advanced X-ray
maging requires gigantic instruments like synchrotron sources — which are expensive and complicated to use. One could
egitimately ask if the results could be obtained without them.

The answer is negative for several reasons. As already mentioned, X-rays combine high penetration in solids with short
avelengths, which in turn allows high resolution. And advanced X-ray imaging requires a source of high brightness
nd high lateral coherence. Alternate sources have been routinely proposed over more than half a century. As of today,
owever, synchrotron sources are the only feasible solution. And they are truly excellent, as explained above.

.5. Emerging techniques: MAXWELL (microscopy by achromatic X-rays with emission of laminar light)

SYNAPSE leads to a number of interesting byproducts. Among these, we note the realization of innovative instru-
entation like AXON. Another recent example is MAXWELL, a new X-ray light-sheet technique developed at SPring-8

Fig. 16) [230].
Two remarkable factors that make the MAXWELL microscope superior to visible light-sheet microscopes are (i) in-

epth resolution of ≈50 nm and (ii) an FOV of ≈400 µm (with a light-sheet width of ≈100 nm), thanks to the tight
ocusing and large depth of focus of X-rays.

We have shown at SPring-8 that these results are attainable by a Wolter type-I mirror. Biological samples containing
cintillating NanoParticles (SciNPs) were prepared and placed in the focal plane of the X-ray light-sheet. SciNPs excited
y an extremely thin cross-section (∼50 nm width) X-rays emit visible fluorescence. Such a distribution is measured with
high-resolution visible microscope placed perpendicularly to the X-ray optical axis.
By translational movement of the sample relative to the X-ray light-sheet, the three-dimensional distribution of SciNPs

an be measured for thick biological samples (Fig. 16). Thin cross sectional views are obtained without any special
omputer algorithm for reconstruction. And MAXWELL imaging is much more tolerant to radiation damage than standard
omography. There is even the possibility to reduce the X-ray focus size to 20 nanometers in the future.

Three more factors make the MAXWELL microscope very attractive for biological research. First, the use of very
mall, e.g., 10 nm, SciNPs for super-resolution imaging in three dimensions. Second, an effective tissue clearing method.
hird, a >20 keV X-ray light-sheet for imaging large specimens. We developed 10 nm SciNP families, NaGdF4:Eu and
aGdF4:Tb, emitting red (∼615 nm) and green (543 nm) light. Hard X-ray focusing with >10 keV photon energies was
lso demonstrated.
Besides the X-ray-induced phenomena, the visible microscope in MAXWELL makes it possible to implement other

luorescence imaging techniques. For example, the nuclei distribution and the cell outline can be detected by acquiring
V-induced fluorescence images of the specimens with cells stained with DAPI and phalloidin.
This and other techniques can be implemented in parallel to X-ray-induced fluorescence microscopy, delivering

omplementary information. And the efforts to develop new staining approaches can be shared between different
echniques. For example, various ways to conjugate SciNPs to biotin or antibodies are being developed.

We would like to report here one of the first results of the MAXWELL microscope. CHO-K1 Cells (Chinese Hamster
vary) stained with SciNPs and DAPI were observed. Eu-doped and Tb-doped SciNPs are found to be concentrated inside
nd at the envelope of the nuclei of HCT-116, as shown in Fig. 17(a), (b). The unique staining performance of our SciNPs
nd the three-dimensional high-resolution character of MAXWELL, evidenced by this experiment, clearly illustrate the
trong potential of MAXWELL for key issues in biology, in particular brain imaging.

. From SYNAPSE to SYNAPSE 2.0

.1. The SYNAPSE partnership

We have seen that the present performance of X-ray imaging is promising but not yet sufficient to yield a map of a
uman brain within a reasonable time. This led, as we have seen, to the coordinated and parallel use of several facilities
ithin SYNAPSE.
An international coalition was thus created including partners in Australia, China, Japan, Korea, Singapore and Taiwan
not only synchrotron laboratories but also four high-performance computing (HPC) centers. Recently, SLRI in Thailand

nd SESAME in Jordan also joined the collaboration.
On January 15, 2020, representatives of the founding partner facilities and many individual scientists met in Singapore

o sign two memoranda of understanding, pledging to use their resources within the consortium for brain mapping [231].
he ambitious objective of SYNAPSE was also announced: mapping the neurons and their connections of one human brain
ith advanced X-ray imaging techniques.
Presentations from the members illustrated a massive research network and emphasized the need for an international

ollective effort to meet the challenge of human brain mapping. Just for the images of one human brain, a huge mass of

ata – exceeding exabytes – will be acquired and will have to be stored and analyzed within a reasonable time.
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Fig. 16. Schematic diagram showing the MAXWELL experimental setup.

Fig. 17. Images of CHO-K1 Cells (Chinese Hamster Ovary) stained with SciNP (Eu & Tb doped NaGdF4) and DAPI obtained using the visible microscope
of the MAXWELL system with a 20x objective lens. (a) DAPI image excited by UV (405 nm); (b) MAXWELL image. Scale bar: 100 µm.

The concrete results of an extensive series of tests were presented to demonstrate the capabilities of the AXON
techniques. Excellent imaging performances, including a 0.3 µm sub-cellular resolution and a tomography imaging speed
of 1 mm3 in 3 min, was demonstrated by a large number of three-dimensional data sets of whole brains of mice and fruit
flies (Drosophila). Based on these performances, the images required for mapping a whole human brain with a volume
of ∼1.2 × 10 6 mm3 may be taken in 6 × 106 min (≈4.2 × 103 days, or ≈11 years) of AXON experimental time. The
SYNAPSE consortium guaranteed the delivery of this beamtime. Furthermore, by working in parallel at several facilities
the actual time with respect to the above duration may be shortened, which is still unacceptably long.

The SYNAPSE consortium specifically targets the following milestone objectives in the forthcoming years:

(1) Imaging one entire human brain with 0.3 µm resolution in all three dimensions, mapping primary connections.
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(2) Mapping 200 mouse brains with the same resolution.
(3) Developing new imaging and computation techniques to enhance data taking and processing speed by up to two

orders of magnitude.
(4) Developing new multimodal experimental strategies to connect structural information with functional properties.

ote the imaging speed of AXON is strongly related to the 10–20 keV photon flux which varies between different
ources. Therefore, calibration and cross-verification is critical to guarantee uniform image quality for different partner
acilities. This quality is defined as 0.3 µm resolution with good contrast, allowing accurate stitching of three-dimensional
omographic images for different parts of the same brain. This justifies the already operating quality control task force
onitoring the operations of all SYNAPSE-based facilities.
SYNAPSE will greatly profit from the interactions with advanced neurobiology/brain science research institutions and

ts individual member facilities. These interactions are already active. Specifically, the importance of the information
hat SYNAPSE will deliver was certified by several top neurobiology experts [232] from Switzerland, China, Taiwan,
ingapore and Japan. The responses were clearly positive. These experts specifically stated that the results will significantly
ontribute to the understanding of how the brain works or fails. In general terms, the interactions between the synchrotron
nd neurobiology communities is establishing functional links even before SYNAPSE starts to deliver its connectome maps.
Concrete collaborations are already underway delivering the first results of SYNAPSE — e.g., data for parts of brains

r for a limited number of mouse specimens, at the disposal of neurobiologists linked to associated institutions. These
xploratory activities, mostly conceived by the brain science partners, are already playing a positive role in the evolution
f SYNAPSE.
Preliminary results of these cooperation projects were presented at the SYNAPSE inauguration event. For example, the

ain interest of the Singapore neuroscientists in accessing SYNAPSE results is focused on brain aging and the structure-
unction relationship of the neural network of non-human primates (NHP). The SSRF (Shanghai Synchrotron Research
acility) will concentrate its research on the objectives of the Chinese Brain Initiative — and adapt its strategies to take
dvantage of the world-leading capabilities in China in genomic/proteomic sequencing and the cloning of non-human
rimates. These research themes are different from the objectives of SYNAPSE, but their association to the consortium is
ustified to engage the neuroscience community without delays, preparing the future use of the brain maps.

A workshop on high-performance-computing, HPC, took place after the SYNAPSE inauguration event, illustrating the
omputational capabilities available for SYNAPSE from the four national facilities in Korea, Japan, Taiwan, and Singapore.
ey challenges for the development of HPC for SYNAPSE were identified. This led to the formulation of an international
oadmap. The related issues will be discussed later.

.2. Recent SYNAPSE achievements

We shall now present the progress of SYNAPSE after its inauguration and towards the four above-mentioned strategic
bjectives. SYNAPSE was of course seriously affected by the COVID pandemics whose start coincided with the inauguration
vent. In particular, there were severe disruptions of the research-related travel to SYNAPSE member facilities.
SYNAPSE responded dynamically with an adjusted approach and an evolving timeline. Instead of deploying AXON

nstruments with equal performance in all SYNAPSE facilities, priority was given to improving the imaging performance
nd gain time by accelerating image taking. Many of the related improvements were implemented and tested earlier than
he original plan, becoming ready for deployment at all the SYNAPSE synchrotrons.

.2.1. Improvements of the AXON systems
Is the present AXON performance adequate or should they be improved? This is of course a central question for the

uccess of SYNAPSE.
And the answer is positive. As shown by the results, in particular those presented at the inauguration event, the

bjectives of SYNAPSE are no longer a projection to the future, depending on additional technical developments. The
XON performance was indeed already suitable in 2017–18 [233] for mapping individual neurons and their connections in
ntire Drosophila and mouse brains. We also projected that by a coordinated exploitation of this performances at multiple
YNAPSE facilities we can handle large animals – including NHPs – and finally humans.
We also found from our preliminary tests that ample room exists for further improvements. As mentioned, the

maging speed can be increased by 1–2 orders of magnitude [234]. This will enable each AXON system to image a whole
uman brain in a few days. It will thus become possible to obtain and compare data for a sufficient number of healthy
r diseased brains, in order to extract statistically meaningful information. This comparison will be largely performed
y artificial intelligence (AI) or machine learning, and will automatically detect minute structural differences between
ifferent specimens, linking them to the symptoms and causes of diseases.
In essence, the first human connectome map produced by SYNAPSE for only one brain is a demonstration effort, paving

he way to comprehensive maps. The future capability to image a large number of human brains will target instead a
omplete human connectome. Therefore, the initial period of SYNAPSE is a first step of a long-term effort not limited to
ne human brain.
The first fully dedicated SYNAPSE beamline, BIB (Brain Imaging Beamline [234]) was commissioned in Taiwan in 2020.

ts AXON system now reaches the targeted 0.3 µm resolution with an imaging speed of 1 mm3/min, exceeding the
27
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riginal specifications and significantly decreasing the imaging time. These improvements will be transferred to all AXON
nstruments, scheduled for commissioning within one year.

maging Speed
SYNAPSE also implemented and tested new devices to further enhance imaging performance. The key point is, again,

o enhance imaging speed. For this, we must first identify what limits the current performance.
The typical intensity from a bending magnet of a 3rd generation synchrotron is ∼1013–1015 photon s−1 mm−2. This

is sufficient for X-ray imaging at a speed of 1 µs per image with 0.2 µm pixels. This imaging speed has been realized in
everal synchrotron X-ray imaging experiments exploring ultrafast dynamics with lower spatial resolution [101,235]. For
large sample like an entire human brain, 20–40 keV X-ray photons could penetrate the entire specimen and still form

mages with sufficient contrast. With such a high imaging speed, for tomography of an entire brain with 103 projection
mages could potentially be imaged in a fraction of a second! Such speeds may be considered as the upper limit, which
xceeds our current performances by several orders of magnitude.
What limits our performances? First, not all the photons from the X-ray source are available for imaging. In a typical

ynchrotron beamline including a monochromator, only one ten-thousandth of the emitted photons are used for imaging.
In fact, for imaging applications it is better to avoid any effort to enhance the properties of the emission, since this

auses a great loss in intensity. This problem was solved by early tests demonstrating that X-ray microtomography
s not negatively affected by the use of a broad spectrum of X-ray photon energies. As explained in Sec. I.1.c, the
equired longitudinal coherence in high-resolution X-ray imaging is provided by the ‘‘white’’ radiation from a bending-
agnet source. Thus, 3–4 orders of magnitude more X-ray photons can be used than for conventional X-ray imaging
nd tomography with monochromatized synchrotron radiation or laboratory X-ray sources. This is a milestone that made
ynchrotron X-rays tomography a leading approach for human brain mapping.
Second, a large FOV and high-resolution limit each other in all imaging systems, often imposing unsatisfactory

ompromises. In our case, this problem is not caused by synchrotron X-rays — which actually alleviate the problem
etter than any other type of imaging. We are still, however, limited by the detection system. For example, to maintain
he pixel size (0.1 µm)2 for a 0.3 µm image resolution, the FOV must be only 0.2 × 0.2 mm2 (using a 2 K × 2 K image
sensor). Thus, a brain of size ∼200 × 200 × 200 mm3, would require at least 109 tomographic data sets, which affects,
f course, the total mapping time.
Third, the detection of X-ray photons is not very efficient. To achieve high resolution, we use a scintillator screen to

onvert X-rays to visible light, which is then captured by an imaging device. The conversion of X-rays to visible light
as low efficiency. For high-resolution imaging using a thin scintillator, only ∼0.1% of the photons hitting the scintillator
creen are captured by visible light magnification-imaging systems.
Fourth, the number of projection images required for a ‘‘lossless’’ tomographic reconstruction by the standard filtered

ack-projection approach, should be similar to the pixel number along the direction perpendicular to the specimen
otation axis. Therefore, even if a hypothetical imaging device with 2 M × 2 M pixel is used, will require some 2 M
rojections for each tomographic image — instead of the 1000 projections that we previously estimated.
The above analysis of the different limiting factors was exploited to decide the details of the SYNAPSE strategy, targeting

he removal of the identified problems. The full power of X-ray imaging will be unleashed by the following measures, all
esigned to enhance imaging speed:

(1) exclusively use unmonochromatized X-rays;
(2) use imaging sensors with the largest pixels possible;
(3) improve the conversion efficiency of the scintillator and its coupling to the optical system;
(4) develop methods for tomographic reconstruction that use fewer projection images.

uch improvements were partially realized with extensive tests in the past two years. We used a set of custom-designed
isible microscope objective lenses with large FOV and high NA. They were matched with a large-pixel-number sCMOS
scientific complementary metal-oxide semiconductor) detector. The results lead us to realistically project an overall gain
n imaging speed sufficient for the SYNAPSE strategy.

Using unmonochromatized X-rays is not without its own problems: they can damage the visible light objective
enses used for high-resolution imaging. We analyzed the situation and found that high-energy X-ray photons cause
ost of the damage [236] while weakly contributing to the image contrast. We therefore added to the BIB facility a
igh-photon-energy cut-off mirror before the specimen.
The elimination of high-energy photons was also enhanced by placing filters before the mirror. These filters absorb

ore X-ray photons at specific energies. For example, a 100 µm Ag thin foil absorbs 2 orders of magnitude more X-ray
hotons with energies above 14 keV, the K absorption edge of Ag, than those below it.
With the mirror and the filters, the visible-light objectives remained intact even when using unmonochromatized

-rays from the Taiwan Photon Source running at a maximum electron beam current of 450 mA. The combination of each
rotection device reduces the X-ray photon flux by 5–10 times, while still allowing us to take a projection image in ∼1 ms.
his constitutes a 10× gain in imaging speed with respect to the approach of using a multilayer mirror monochromator,
nd a 100× gain over a double-crystal monochromator.
The successful tests strongly relied on the new X-ray mirror technology reviewed in Section 1.2.2. The ultrasmooth
irrors, developed in association with the RIKEN/SPring-8 partner of SYNAPSE, guarantee high reflectivity with no defects
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n the mirror surface that would cause image artifacts. Note that such artifacts cannot be removed by simple image
ormalization and could affect any tomography reconstruction. The above solution, implemented at the BIB beamline,
trongly enhances imaging speed.
After several months of exposure, some X-ray damage was observed for the visible-light components in our setup. We

re therefore testing a new measure that would all together eliminate the problem: a third level of protection transparent
o visible light while blocking all X-rays. The materials to protect the lens must be carefully selected and not subject to
-ray damage such as observed with glass optical components.
The realization of lenses with large FOV and high NA is already a very difficult task. The incorporation of an X-ray

ttenuator further complicates this goal. We tested a number of materials and identified LuAG (Lutetium Aluminum
arnet) as the most promising, ensuring good lens protection through strong X-ray absorption and transparency to visible
ight and for good optical quality [236].

Note the additional absorber also improves spatial resolution. In fact, its high refractive index in the visible increases
he NA and therefore the resolution. Considering the big potential improvements, 10x in speed and 50% in resolution, we
re allocating substantial resources to this subproject.
Another important improvement in the imaging speed is the reduction of downtime by automating the sample

xchange, loading and alignment, as well as the imaging. This will also reduce the manpower required for large-scale
apping while enhancing the practical speed of the experiments. In practice, we would like the downtime to be shorter

han the new image taking times after the above-mentioned technical improvements.
The first version of a robotized system was successfully tested at BIB. Continuous image acquisition was achieved for

ore than one week with no human intervention. The downtime between tomographic measurements was reduced from
20 min to <1 min. Automation will be extended to all processes and implemented in all SYNAPSE imaging facilities.

ncorporating Information from other Synchrotron Imaging Techniques
We are planning to use several other imaging techniques to obtain detailed local information on the brain neural

etwork. Most of them are based on synchrotron X-rays and use the same specimens and the same preparation procedures
s nanotomography (nano-AXON), the X-ray fluorescence microprobe, and MAXWELL. The feasibility of combining this
dditional information with the 3D structural network maps was successfully tested.
For example, the high-resolution images (e.g., Fig. 18b) from nano-AXON could be merged with lower-resolution micro-

XON images (e.g., Fig. 18a) of the same specimen [236]. The procedure relied on aligning obviously similar features.
erging is straightforward if accurate ‘‘landmarks’’, either intrinsic or artificial, can be exploited. These initial tests were
erformed by visually identifying small features for 3D alignment. However, automatic alignment is now being developed
ith no human intervention [237].
Automatic feature identification was first developed to align the projection images taken by nano-tomography and

ompensate for any non-systematic rotation movement [238]. The procedure can now reliably work for stitching together
omographic images and for the merging of different 3D image data sets. However, this approach will become more
roblematic with the increasing complexity within each image set. Indeed, larger specimens or denser staining will
iminish the ability to identify small features. Introducing high-contrast artificial landmarks, such as metal nanoparticles
r nanopatterns, can be a solution. Some of these approaches were successfully tested within SYNAPSE.
Fig. 19 shows an example of the results of merging sets of 3D images taken from different brains. A high-resolution

omographically reconstructed image of a mouse neural network is merged with a lower-resolution image of the blood
essels. Without identifying internal features common to both images, the alignment used only the outline of the brain.
herefore, the alignment could not accurately correlate these two types of information, nevertheless it could be used to
dentify the overall neuron network structure with respect to the microvasculature in different brain regions.

.2.2. Staining
For high-resolution X-ray imaging of neuronal systems, the low contrast must be compensated for staining with a high-

ontrast material. Small particles – typically metallic – can ‘‘decorate’’ relevant microstructures, for example, binding to
pecific protein with antibodies, or neurons by Golgi staining. Specifically, Golgi metal staining, originally developed by
amillo Golgi in 1873 [239], was the first method allowing the visualization of neurons with visible light microscopy. For
ne and a half centuries, this ‘‘random’’ staining enabled neurobiologists to reveal the complete structure of individual
eurons in extremely dense brain specimens and led to numerous landmark discoveries in neuroscience. Our previous
ests demonstrated that it is also an excellent choice for SYNAPSE X-ray imaging and connectome mapping but requires
ritical modifications and improvements.
Basically, we want to visualize as many neurons as possible for brain mapping: could we simply stain all of them?

nfortunately, the answer is negative. In mapping the brain we are interested in revealing its circuitry. Therefore, the
bjective of the staining is to separate the connections from each other. In animal brains, the volume is filled by neurons,
ther type of cells and their connections with a low percentage (∼20%) [240] of the so-called extracellular matrix.
omographic reconstruction cannot be performed if X-ray transmission is largely blocked because the entire specimen is
illed with heavy-metal based stains.

Furthermore, if closely packed neuron cells were all made visible by staining, it would be impossible to derive the
onnectome from the tomographic data. High-resolution nanotomography could offer the resolution to separate nearby
onnections, but its image taking is very slow [62] and therefore incompatible to the general SYNAPSE strategy.
29
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Fig. 18. Left: micro-AXON projection image of a mouse brain specimen with 0.3 µm resolution. right: nano-AXON image of the same specimen
howing more details with ∼20 nm resolution. Scale bar: 5 µm.

Fig. 19. AXON imaging reveals neural network structures of the mouse brain at different FOV’s and resolution. (a) Micro-AXON shows a full-brain
view of the blood vessels (golden) filled with barium sulfate particles and Golgi-stained neural networks (green). (b) A magnified view of the area
marked in (a). Scale bars: 2 mm (a); 200 µm (b).

We therefore went back to the original approach by Golgi and Cajal [241], i.e., to sparsely stain neurons with heavy
etals. We demonstrated that this approach works even better for X-rays, revealing with sub-micron resolution individual

eurons deep in brain tissues [233].
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Golgi staining, however, can impregnate only 1% to 5% of the total neurons in a random manner [242]. The low
fficiency and unpredictability of Golgi staining creates consistency, reproducibility, and specificity challenges [243–245].
onetheless, there are still many avenues to explore and improve the art of staining as the science underlying this
henomenon remains partly elusive.
We can envisage from the works documenting how factors such as neuronal differentiation, membrane integrity,

ntracellular pH and metabolism affects Golgi staining [246] and to improve coverage. It was reported that the ratio of
hromate to dichromate ions affects neuron staining [247,248]. It is also possible to promote silver reduction [249] using
ldehydes and osmium tetroxides as post-fixation processes. These results motivate efforts to improve the method [245].
Note that the Golgi method stains a neuron either completely or not at all. The low fraction of stained neurons in mouse

rains leads us to a plan based on sparse staining and on a statistical procedure (similar to the FlyCircuit method [250]),
orphing and merging many different partial 3D images to cover all neurons and connections. For Drosophila brains,

he 1%–5% Golgi staining rate required >100 brains to complete the connectome map. We are implementing the same
trategy for mouse brains within SYNAPSE reaching significant improvements in the Golgi staining efficiency with the
ollowing approaches.

issue Clearing and Expansion
By using chemical reactions to expand the polymer skeleton the entire specimen can be uniformly expanded without

ltering local microstructures [251]. With tissue clearing procedures [252], this allows visible-light imaging beyond the
iffraction limit. However, X-ray imaging already achieved much higher resolution in 3D. And a larger volume strongly
ncreases the image-taking time, so tissue expansion is not interesting for SYNAPSE.

However, the tissue treatment procedures dissolve the cell membrane and replace the tissue with a polymer network:
his improves the perfusion of labeling agents. The resulting tissue is much more ‘‘permeable’’ to labeling nanoparticles
nd Golgi staining precursors. As a result, more neurons are impregnated revealing more details with higher contrast in
arge specimens.

igh pressure and Other Treatments
High-pressure immersion and ultrasound tissue treatment was found to considerably increase the efficiency of Golgi

taining. The precipitations are also more connected within each neuron reducing artifacts due to segmentation as well
s improving network tracing [253].

etter Understanding Golgi Staining
Is the mechanism really random, or are there factors determining which neurons are stained? We are tackling this

undamental issue with several approaches, specifically investigating:

(a) The neuronal differentiation state: Golgi staining produces different results in brain tissues, for example, of different
maturity/age [254,255].

(b) Intracellular pH: by using an acidic chromatin solution of the Golgi–Kopsch method led to increased formation of
soluble dichromate ions [243].

(c) Metabolic state and mitochondria activity: the neuron metabolic state may affect its Golgi impregnation [249,256].

ystematic studies of these factors are underway. These investigations will allow us to optimize the process parameters
nd enhance the percentage of visualized neurons.
In general terms, from our tests on Drosophila and mouse brains we estimate that the Golgi-staining coverage can be

xpanded by >30% before causing problems for the resolution of connected structures. This increase would of course
educe the number of brains required for complete connectome mapping.

.2.3. Labeling with metal nanoparticles
Staining/labeling methods developed for other imaging techniques can be transferred to X-ray. None of them, however,

as been successful for large tissue specimens. For 3D X-ray imaging, we must develop new labeling agents and methods.
We already identified a potential solution: a neuron-specific labeling technique for brain mapping combining enzyme

ignal amplification, enzyme metallography [257], and metal exchange in deep tissues. These procedures are also
ompatible with genetic expression and immunolabeling and work on reasonable large tissue specimens.
Using the similar approach of immunolabeling with metal nanoparticles, the key is to use as small particle as possible,

hile the tissue treatments, such as tissue expansion, could increase the permeation of the labeling agents into deep
issue. With functionalized Au nanoparticles (AuNPs) staining specific neurons in an entire Drosophila brain and were
maged by micro-AXON. A similar approach using scintillating nanoparticles (SciNPs) worked for MAXWELL [230]: Mouse
rain staining using streptavidin-conjugated SciNPs (st-SciNPs) was demonstrated for ∼50 µm thick samples.
Another recent strategy modified peroxidases as genetically encoded X-ray-sensitive tags (GXET) for site-specific

abeling of proteins-of-interest in mammalian cells [258]. Using this novel tag, protein locations associated with the
lteration of a DNA-methylation pathway can be imaged by nano-AXON.
These preliminary tests all successfully stained the targeted cells and delineated the neuropil structures in large tissue

pecimens. The speed and resolution of these imaging results are far superior to visible light or electron microscopies and
s fully compatible with other neuro-anatomical techniques and results [233].
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Fig. 20. Tomography reconstructed images of (a) a whole mouse brain, (b) hippocampus region, and (c) example of neurons segmented from the
D data. Scale bars: (a) 1 mm, (b) 200 µm, and (c) 50 µm.

.2.4. Specimen preparation
Other aspects of specimen preparation can be quite critical besides staining. Notably, the tomographic reconstruction

ften yields poor resolution or fails completely due to specimen instability — specifically, local distortions due to heating,
ehydration or other phenomena. The standard filtered back projection (FBP) reconstruction does not tolerate any parts
f the minimum reconstruction volume (voxel) to deviate from its ideal circular trajectory by more than its size.
Reconstruction thus imposes a stringent condition to specimen stability: radiation damage and other causes of

istortion must be minimized. Iterative reconstruction algorithms correct minor s increase the reconstruction time. We
xtensively tested standard fixation methods and found that the approach of Wu et al. [62] meets our requirements.

.2.5. Toward large animal brains
So far, the SYNAPSE-related tests were limited to Drosophila and mouse brains. More than 500 Drosophila brains, and

hree mouse brains were imaged with the micro-AXON tomographic imaging. Fig. 20 shows for example one complete
ouse brain. With the improvement in the speed mentioned before, such an image would take only a few days to
omplete.
However, we must rapidly move to large animal and human specimens – including pigs and NHPs – for which staining

s a key concern and little information exists. We must verify that large animal brains can be uniformly stained while
xtracting sufficient details using the optimized Golgi staining method. The successful tests on Drosophila and mice do
ot necessarily apply for large animals.
Fig. 21 shows AXON images from a large section of a pig brain. Fig. 21c is the high-resolution tomographic reconstructed

mage of the marked region in Figs. 21a and 21b. These images are of good quality, comparable to that for mouse brains.
ut we must be cautious since the freshness of the specimen is critical for best staining results. The post-mortem delay
PMD) must be minimized: in the case of Fig. 21, the specimen was prepared within 2 h after sacrifice.

The PMD is a critical issue in the move of SYNAPSE towards human brains. The corresponding specimens are usually
btained by donation, and their handling poses logistic and legal problems that can affect the PMD. Unfortunately, there
re very few studies on how this impacts staining. We are certainly aware of this problem and will dedicate to its solution
ll the required attention.
Along this direction, we explored PMD effects on the morphology and structural changes of pyramidal neurons located

n the mice cerebral cortex of mice. We used mouse tissues kept in vitro for different times to simulate the changes that
32
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Fig. 21. Images of one slice of pig brain Golgi stained. (a) Photograph of the slice and (b) the X-ray image. (c) Stitched AXON tomography reconstructed
mages of areas marked by the red boxes. A few neurons are segmented and colored to show detailed structures. Scale bar: 100 µm.

ight be expected with PMD of the human brain. We obtained visible microimages with Golgi and Nissl staining [259,260].
e also used synchrotron X-ray micro-tomography to perform analysis in 3D.
Our analysis [261] as a function of the PMD revealed that the completeness and complexity had decreasing trends.

tatistical results on dendritic spines also exhibited a decrease [253]. The 3D X-ray images confirmed these findings.
Verification that our staining processes can be applied to human brains was obtained with the tests on Macaca

ascicularis (M. fascicularis) brain described in Ref. [262]. Fig. 22(b) shows a stitched projection radiograph revealing fine
etails of the neuron system in the hippocampus region. The structure revealed by the tomography reconstructed images
hows high quality staining, obtained with the same optimized Golgi staining method that was used in Drosophila, mouse
nd pig specimens shown above.
In essence, the tests demonstrated that our modified Golgi method uniformly stains very large specimens (>5 cm

iameter) even very complex brain systems. The PMD was minimized to less than 1 h. Because of the brain size, Golgi
taining time was extended to 1 month to guarantee good metal contrast.
Similar tests on degraded brains produced no recognizable neuron structures: there was no metallic aggregation inside

he brain tissue and the X-ray images were blank. This is most likely due to the neuron cell death. We are planning
xperiments to investigate neuron cell death with respect to brain death.

.3. Multimodality imaging and fusion of 3D image information

We already mentioned that, in addition to X-ray imaging results, we plan to integrate in the SYNAPSE Google-like map
nformation from other 3D imaging techniques. These will notably include approaches using visible or infrared light and
lectrons.
To successfully integrate the information from complementary techniques, we must improve their performance —

otably for large-volume analysis and speed. For example, Fig. 23 shows the first 3D imaging of mouse brains using
nfrared spectromicroscopy [263]. The penetration of infrared light is limited and the 3D imaging is achieved by continuous
ectioning, e.g., ∼1000 slices. The targeted 3D resolution of 3-5 µm was achieved and the imaging speed was reached by
ast scanning of the quantum cascade tunable laser.

The 3D infrared spectromicroscopy images were merged with the X-ray tomographs of the microvascular structure
o identify the correlation with local biochemical changes with respect to the glioma tumor and the tumor-induced
ngiogenesis. Fig. 24 shows how an AXON image of the entire mouse brain can be used as a template for the merging
rocess
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Fig. 22. Image of a slice of brain of Macaca Fascicularis (see Ref. [262]). (a) Patched X-ray images of one brain slice. Inset: photograph of the
pecimen. (b) Patched X-ray image of the hippocampus area. CA: Cornu Ammonis; Sub: Subiculum; EC: Entorhinal Cortex. (c) Tomography of one
pecimen rod from the hippocampus. Scale bars: 5 mm (a); 1 mm (b); 100 µm (c).

Fig. 23. 3D IR-imaging for quantitative metabolic analysis of the brain. From the second derivative of the 3D spectrum matrix (a), the glucose,
lycogen and lactate IR absorptions are quantified and mapped for the whole brain (b). The tumor is identified and can be delimited using the
rotein-to-lipid ratio from absorbances of amide I (peak centered at 1654 cm−1) and lipid esters (peak centered at 1735 cm−1).

A similar approach will be applied to connectome mapping. In spite of the large difference in spatial resolution with
espect to AXON, infrared imaging provides valuable biochemical information not yielded by other imaging methods. Thus,
ts integration is very desirable.

Similar image merging approaches can be applied to most other 3D imaging techniques that rely on specimen
ectioning. We also specifically tested merging reconstructions with cryo-electron microscopy (cryo-EM) images and with
tochastic optical reconstruction microscopy (STORM) images [264]. The co-registration is of limited accuracy because of
he differences in resolution. However, these techniques already play a very important role in brain imaging. We are
eveloping preparation methods for them and other approaches to allow accurate integration.
Accurate image merging is not a trivial task: we plan to use machine learning to facilitate it. The successful integration

f information from different techniques in SYNAPSE connectome maps will of course have a strong impact.

.4. The next phase: SYNAPSE 2.0

The above achievements pave the way for the next period of human brain connectome mapping. This specifically
equires a 10–100 times speed-up in imaging acquisition at all AXON partner facilities and adequate computation tools.
he detailed targeted performances are:

• AXON tomographic imaging of one human brain with 0.3 µm resolution within a few days of beamtime.
• On the same brain specimens, nano-AXON imaging with a speed of (100 µm)3/min and <20 nm resolution.
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Fig. 24. From X-ray tomography image of a healthy mouse brain to the 3D reconstructed IR image of brain chemical contents. Left: X-ray tomography
defining the dimensions of the brain; Center: alignment of 2D IR images of the mouse brain after extraction of the brain, cryosectioning (682 slices)
and morphological corrections; Right: 3D-IR image reconstruction using the protein-to-lipid ratio from absorbances of amide I (peak 1654 cm−1)
nd lipid esters (peak 1735 cm−1).

• Development and construction of a set of ‘‘standard’’ brain models allowing deposition of brain data from all AXON
instruments at different synchrotron facilities.

• Data structuring that allows the integration of information from other image techniques.

he scale of the next phase SYNAPSE 2.0 will most likely require an expanded alliance. For example, we estimate that
exabyte of data storage is required for the 3D data set of one human brain. And a complete human brain connectome
ap will require in the future 100 exabytes.
This is an unprecedented challenge, but even more problematic will be to move the mass of data through the Internet.
e plan to establish distributed high-performance computation facilities at each partner site, responsible for all data
rocessing. Only the end-product – the connectome map from a single brain – will be available for public access at a
entral server. This infrastructure will require a broad international collaboration involving the public and private sectors.
In parallel, the donation of human brain specimens must be managed by the SYNAPSE members in collaboration with

heir local neurobiology and medical institutions, within a coordination plan tailored for their specific objectives. This
trategy must reduce the problems of transferring human specimens across borders.
After the next phase, we expect SYNAPSE to further evolve with a strongly expanded international collaboration.

evelopment will continue for an indefinite time. Indeed, we envision SYNAPSE 2.0 to evolve into an institution like
ERN, facilitating the parallel contributions to structural neurobiology of many countries.

. Computational issues

.1. The Spring Board: Computational Procedures for the Drosophila Connectome

Computation is a major pillar of the SYNAPSE project. Four national HPC facilities currently participate in the
oalition, guaranteeing sufficient support for the needs of unprecedented magnitude. The starting point is the accumulated
xperience in processing the AXON data for Drosophila brains. The same procedures are applied to the ongoing analysis
f the mouse brain connectome.

.1.1. Tomographic reconstruction — from 2D images to a 3D model
Reconstruction first converts a series of 2D images into quantitative values of the absorption coefficient for each

pecimen voxel, which are then used to produce 3D maps by tomographic reconstruction [265]. With the most effective
BP (filtered back projection) method [266], a typical reconstruction of one set of standard AXON tomographic data can
e completed within a few minutes on a standard (XEON CPU, 256 GB RAM, nVIDEA RTX 20 series GPU) workstation.
There is certainly room for improving the reconstruction performance and accelerate connectome mapping. In fact,

everal new methods have been proposed to exploit increasing computer power. A common strategy is to obtain an
ccurate 3D structure by iteratively correcting at each step the results of the previous step with fits of 2D images. This
pproach, when it converges, can reduce the number of required 2D images and/or their angular range [267].
Artificial Intelligence (AI) or machine learning is likely to play a key role in the reconstruction process [268]. We

pecifically envision using the a priori knowledge of individual neuron shapes and of the connection distribution and
haracteristics to develop more effective reconstruction algorithms. This could notably accelerate the convergence of
terative reconstruction and achieve the best compromise between the final image quality and the overall speed.

.1.2. Transforming the raw images into structural data
A successful tomographic reconstruction should preserve all the details of network structures down to the desired

D resolution, producing an accurate ‘‘bitmap’’, voxel by-voxel, of volumetric data. The ‘‘bitmap’’ information is then

onverted to a vector representation of the network. In connectome mapping, the critical information for each voxel is
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Fig. 25. The computation reconstruction procedure for constructing a database from X-ray micro-radiographic images of Drosophila brain.

f it belongs or not to the neural network. Therefore, the conversion can be limited to ‘‘black-and-white’’ maps thereby
ecanting only the essential information and limiting information overflow.
Data conversion is achieved using the ‘‘segmentation’’ process — which separates the stained voxels from unstained

nes. If the gray scale value, corresponding to the local X-ray absorption coefficient, is higher than a well-defined threshold
orresponding to the unstained tissue absorption, indicates that the voxel includes absorbing components other than the
issue. One can thus conclude that it is affected by the heavy-metal Golgi stain and must, therefore, be part of the neural
etwork. The final steps must connect all the voxels that are related to all stained neurons and provide a picture of the
omplete network structure, suitable for tracing through connected voxels to extract a wire diagram.
This procedure is not trivial. Noise interferes with it, in particular when the signal is weak: one needs special

lgorithms [269,270] to handle the limited contrast of very fine structures. This problem can be partially solved by using
olgi staining and acquiring images with high contrast, marginally sacrificing imaging speed. The uneven background,
aused in the tomographically reconstructed images by the irregular and fluctuating background in the projection
adiographs, makes it difficult to use a universal threshold for the segmentation. Our solution, the FAST (Fast Automated
tructure Tracing) and NeuroRetriever algorithms, developed for segmentation using local contrast [271], has been
ptimized and is now rapid enough to be part of the SYNAPSE image processing procedure.
The segmentation and neuron tracing steps produce a vector representation of the network that does not occupy too

uch memory space — and can be easily used for further structural analysis without accessing the original projection
mages. Fig. 25 outlines the standard procedures for the image processing described above.

.1.3. Obtaining a complete connectome from different brains with structural variations
Before describing the pipeline highlighted in Fig. 25, we must address one fundamental question concerning the exact

ature of the ‘‘map’’. If one could image all neurons and their finest connections, imaging one brain would be sufficient.
owever, this would require very high 3D resolution, ≈10 nm, and constructing a map from the images would take a
rohibitively long time (millions of years). Instead, the SYNAPSE strategy is to compromise on resolution and focus on the
ajor stationary structures that can be extracted with 0.3 µm resolution and sparse Golgi staining. Therefore, we must
uild a model brain that contains many partial connectomes and describe the most probable wiring.
Furthermore, brains are inherently plastic. In Drosophila, an adult brain is subdivided into ∼50 small regions, called

‘local processing units’’ [250]. Most of which are separated from each other with distinct boundaries as a result of
lustered neurites, from intrinsic local interneurons mixed with axons/dendrites to extrinsic input/output neurons. At the
esoscopic level, information from each sensory function is relayed via stereotyped projection neurons, and processed
y specific sets of local processing units [272]. Thus, regardless of local synaptic plasticity, a neuron in a well-developed
rain does not significantly change its pre- and postsynaptic partners.
Therefore, our high-speed microscale X-ray mapping gives us the opportunity to describe neuron-to-neuron connec-

ivity on the scale of the entire brain, using a statistical approach. With a large number of data sets, e.g., >500 adult male
nd female Drosophila brains, we first extracted the 3D structures of all labeled neurons (1%–5% of total population) for
ach individual brain. Then, we merged these partial representations by a non-linear spatial transformation into a model
rain with an average size and shape. By oversampling more than five times the normal neuron population, we obtain a
odel brain that contains most (if not all) neuron types and connections between local processing units.
Note that this process does not assume that the structure and the connections of neurons in each brain are identical

fter morphing. The assumption is instead that when a sufficient number of specimens is processed, each neuron-to-
euron connection can be characterized by a ‘‘likelihood index’’. One can then focus on small regions of interest to validate
he index value with nanoscale X-ray tomography or serial-section electron microscopy [273] with synapse-resolution.

Thus, the derived connectome map will include all possible variations between different Drosophila brains and the
orresponding wiring can be a guide in additional functional studies. The problem of variability between individual
onnectomes increases for large mice and human brains. However, oversampling (number of analyzed brains) is set by
he percentage of stained neurons, which is basically the same as for Drosophila. Thus, the approach should also work for
ouse and human brains.
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.2. Challenges for large brains

The size of the neurons and of their connections are not really larger for large brains than for Drosophila. Therefore,
esolution requirements cannot be relaxed. The time to obtain 3D images therefore increases, which scales with the third
ower of brain size. Before the establishment of SYNAPSE, this was the major barrier for large-brain mapping.
SYNAPSE provides a solution by allowing the acquisition of the required large volume of image data. But it also requires

clear, articulated, and flexible strategy to process the data and arrive at quantitative information.
We estimated the amount of 3D data for one human brain assuming a voxel volume of ∼(0.1 µm)3, and a brain volume

f ∼1.2 × 10 6 mm3. The result exceeds 1018 byte (1 exabyte) of 3D data, assuming that only one byte is used to describe
ach voxel. For reference, this is comparable to the entire volume of data generated in the world in one day. And is
bviously beyond the capability of any current high-performance computing system.
The sheer amount of data did already create problems in data processing for Drosophila. The entire strategy for large

rains needs to be reconsidered: we summarize here what we already achieved, outlining a strategy validated by positive
ests.

.3. Computing strategy for SYNAPSE

.3.1. Image alignment
At the image acquisition stage, the most problematic issue is to guarantee that the projection images allow tomographic

econstruction without distortion. The problem is mechanical inaccuracy when the image resolution is high. For example,
hen the pixel size is ≈10 nm, even a slight mechanical vibration can jeopardize accurate reconstructions. Mechanical

nstability while rotating the object can cause a 5–30 pixel position inaccuracy even with a very accurate holder.
Holder position can be accurately determined during image acquisition, but this would take a long time, causing an

xcessive X-ray dose on the object. Therefore, manual adjustments are generally required.
We can solve this problem with a feature-based alignment (FA) [238] to correct the displacements caused by

echanical problems. FA directly aligns the images in the vertical direction. However, the horizontal direction is more
roblematic.
Indeed, the horizontal calibration is based on the projected feature points that form a sine-shaped locus, i.e., a

‘sinogram’’, in the x-θ coordinate system — where x and θ are the horizontal location and the projection angle. This
alibration involves three steps: detecting projected feature points, matching projected feature points to construct a set
f loci, and fitting the loci to sine curves to adjust the horizontal image displacements. The details of the process follow
elow.

etecting Projected Feature Points
This problem is handled using the ‘‘local extrema’’ approach, which are selected using the scale-invariant feature

ransform (SIFT) algorithm from the Differences of Gaussian (DoG) pyramid in the projection image. The details can be
ound in Refs. [274–276].

atching Projected Feature Points
Since the object rotation angle is small, the projected feature points are close to each other and have similar information

n two consecutive images. However, the distance between the two matched projected feature points depends on the
istance between the feature and the object rotation axis. This means that an affine transform cannot match the projected
eature points in the two images. Therefore, FA uses a ‘‘greedy algorithm’’ [277] for classifying the projected feature points.
or each pair of images, the random sample consensus (RANSAC) method [278] is first applied, and a tracking method
hen matches the projected feature points in the next image [279].

orizontal Displacement Estimation
In the next step, FA approximates the loci of the matched feature points in the x-θ coordinate system by using
least-square curve fitting. The deviation between the loci and the sine waves provides information for horizontal

alibration.
Fig. 26(a) shows an example: a projection image of a HeLa cell. Six reliable feature points were selected from the

dentified projected feature points. Fig. 27(a) shows the loci of the selected points in the x-θ coordinate system. Fig. 27(b)
hows the sine waves that most effectively fit the loci. The projection images are aligned according to the fitted sine
aves, and Fig. 27(c) shows the loci of the projected feature points after alignment. Fig. 26(b) shows a tomographic image
econstructed from the aligned projection images. Texture-based volume rendering was used to produce a 3D image of
he volume data. Fig. 26(c) shows the volume-rendering result.

otation Axis Bias Correction
The bias of the rotational axis is one of the relevant problems in tomography [280,281]. Several computer-based

olutions are possible [282–284]. The method based on gradient descent can efficiently suppress artifacts and errors in the
rojection angle [238]. Fig. 28(a) shows a reconstructed image without error corrections. Fig. 28(b) presents the enlarged
iew of the region. Fig. 28(c) shows the image obtained using the gradient descent-based method. Fig. 28(d) shows the
nlarged view of Fig. 28(c) .
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Fig. 26. Misalignment correction. (a) X-ray image of HeLa cell. (b) CT result. (c) Volume rendering result.

Fig. 27. The loci of the reliable projected feature points of HeLa. (a) Six reliable feature loci found in the acquired images of HeLa. (b) Most suitable
sine waves of HeLa. (c) Aligned loci.

6.3.2. Tomography reconstruction: Filtered back projection (FBP) and beyond
We already saw that deriving a neural network from X-ray images covering the entire brain is a formidable challenge

in terms of computational speed and throughput. Fast image taking is essential, but high processing speed is also required.
The algorithms for image processing must be very accurate to avoid artifacts or information waste. Unfortunately,

speed and accuracy are often in conflict with each other. The SYNAPSE strategy deals with speed first using algorithms
of limited accuracy, with the option of later improving the accuracy if refinements are needed. We present here some
details of this approach.

FBP Reconstruction
As discussed in [234,236], standard FBP is the first reconstruction step. After reconstruction, voxels intensity (corre-

sponding to an X-ray absorption cross-section) is inspected to verify that it is higher than for unstained tissues.
The FBP-reconstructed data can be used as the ‘‘ground truth’’ for machine learning, to develop tomography algorithms

using fewer projections (sparse-view tomography), to remove artifacts (such as ring artifacts or motion blur due to
specimen motion), and for segmentation and tracing.

Sparse-view Reconstruction
High-resolution FBP tomography requires long image acquisition times and can result in sample damage. A low-dose

alternative is sparse-view computer tomography [285] (SVCT) that uses X-ray projections only in a few directions.
The problems of SVCT can be approximately solved by compressed sensing [286–288], a method which can reconstruct

a sine wave from a few inputs. Another SVCT method [289] process tomographic images with a set of equally sloped
projections on a pseudo-polar grid, by applying fast Fourier transforms to reconstruct the image.

One of our first efforts is based on the convolutional neural network (CNN), a deep learning algorithm, which
was successfully demonstrated for low-dose CT [288,290,291]. In addition, we used the generative adversarial network
38
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Fig. 28. Tomographic reconstructed images of a mouse kidney. (a) Reconstructed without any correction. (b) Region marked by the box in (a). (c)
nd (d) Reconstruction with error correction.

GAN) [292–295] method to generate missing images in the sinogram and achieved the tomographic reconstruction using
much smaller number of projections.
Fig. 29 presents the test result using the GAN algorithm on a reduced (256 of 256 × 256 pixel projection image) image

set. After a training that spanned 200 epochs, 200 additional sinograms of Drosophila brain were used for testing. Fig. 29(a)
shows a test sinogram and 29 (e) is its FPB reconstructed image. Fig. 29(b) shows 13 (the white horizontal lines) of the
256 projections that were used to test the trained GAN. By linear interpolation Fig. 29(c) and GAN Fig. 29(d) , sinograms
are generated from the 13 projections and produce a tomography reconstructed slice: Fig. 29(f) from Fig. 29(c) and (g)
from Fig. 29(d). Clearly, GAN results in a superior performance than linear interpolation and achieved a quality close to
that of the original FBP reconstruction with 600 projections.

6.3.3. Image stitching
The limited field-of-view of the projection images, determined by the combination of the magnification and of the

sensor size, makes it necessary to acquire tomographic images only on small portions of the brain and to stitch them
together. The key issue here is to minimize the overlap of the stitched images thereby limiting the acquisition speed,
while allowing accurate feature recognition within the overlapping regions to obtain accurate alignment.

At present, the overlap ranges from 15%–20%. Each block was moved to maximize the similarity of the features in the
overlapped regions. The multi-band image blending method [296] was used for this task.

Fig. 30 shows an example of the results of this alignment procedure [297]. Specifically, Fig. 30(a) shows 3 × 3 projection
images of a mouse kidney without processing. Fig. 30(b) shows instead the alignment results after maximizing the
similarities. Fig. 30(c) shows the reconstructed volume.

Note that to optimize the image contrast and the quality of the reconstruction, to minimize radiation damage and
to distribute specimens to different facilities our preparation includes dissecting future brains samples into rod-shaped
sections, whose cross section is 2–3 times the field of view. This requires stitching algorithms more sophisticated than
those outlined above to handle the regions with no overlap because of the dissection-induced loss of tissue. For that, we
use projection images acquired before the dissection and machine learning.
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Fig. 29. Sparse-view tomography. (a) The sinogram of a slice with 256 projections (views). (b) Resampled sinogram with 13 views at angles marked
y the white horizontal lines. (c) Sinogram recovered via linear interpolation of the 13 views. (d) Sinogram recovered via GAN. (e) (f) (g) Tomography
econstructed slice images from (a) (c) (d).

.3.4. Neuron network tracing

egmentation and Tracing
The FAST algorithm [271], originally developed for neuron imaging by confocal microscopy, was used with limited

odification for X-ray brain results. The tests were quite satisfactory, so it was adopted.
The FAST algorithm is able to convert in one step the 3D tomographically reconstructed images to wire frame data. The

dea of FAST is to trace using as the starting point one specific voxel, stained and therefore part of a neuron, and search
eighboring voxels for connections. A voxel identified as ‘‘stained’’ because its gray scale is above a given threshold is
ssigned a value of the ‘‘source field’’ index. At each step away from the starting point, the index is increased by one, so
ts value corresponds to the distance.

In addition to the distance from the starting point, tracing must also identify branching. This is done by defining the
‘codelet’’, i.e., the range of the source field values of the voxels connected to the one under consideration. By following the
ropagation of the codelets in this way, FAST identifies the branching points, endpoints and central points of each branch,
.e., all the information required to describe the network structure. Details of FAST and its use can be found in [271].

This approach is quite successful in terms of segmentation and tracing accuracy as well as computation efficiency. It was
ntegrated into the overall image processing package for SYNAPSE following FBP reconstruction. An organized structured
atabase is thus produced, i.e. the wire diagram maps, from which specific information can be extracted without dealing
ith the entire volume of image data.
This strategy was evaluated by assessing the effects of the segmentation threshold on the tracing results. Fig. 31 shows

uch results for a Drosophila brain image segmented with different intensity thresholds from 19,000 to 24,000 (over the
rayscale of 64,000). The total number of branches are 14,185,622, 9,027,943, 3,097,989 and 1,657,377 for the increasing
ray scale thresholds 19,000, 21,000, 23,000 and 24,000; thus, it decreases as expected. Fig. 32 shows the distributions of
engths and average areas for branches from 226 Drosophila brain images, using different grayscale thresholds.

We see that the statistical features and the total branch number changes with the threshold. However, the general
distribution is quite similar. In particular, the log–log plots of the distributions of average areas in Fig. 32(d) have similar
slopes for different thresholds (except for very small areas).

Statistical Analysis: Our Drosophila Images vs FlyCircuit
The above results of the FAST algorithm were compared to those of the Flycircuit V1.2 database [298] — with data for

>20,000 neurons obtained using confocal microscopy. We focused on the differences between the length distributions
and the average branch areas. For FlyCircuit, 17,287 neurons were segmented with the NeuroRetriever algorithm [271].
All segmented images were traced by FAST to obtain distributions. The log–log plots of the distribution of average areas
as function of the segment length are shown in Fig. 33.

For our X-ray images, 252 whole brains were segmented as described above. The log–log distribution of the average
areas extracted by FAST is consistent with a straight line (in red Fig. 33(a)), i.e., the distribution is proportional to (Average
Area)−α with α = 2.6. The corresponding distribution for FlyCircuit data is also a straight line, but with a slight bend and
ay be shown more easily by shifting the FlyCircuit curve by −0.71. Thus, our data indicate a higher percentage of
ranches with small areas than Flycircuit. This difference implies that the area analyzed by visible microscopy is about
40
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Fig. 30. Reconstruction test for a mouse kidney. (a) Stitching of 3 × 3 projection images without alignment. (b) The result of stitching for the same
image (a) after alignment. (c) The result of stitching for the entire reconstructed volume.

Fig. 31. Tracing results for one of our Drosophila images segmented with different grayscale thresholds.

Fig. 32. The distributions of branch lengths, (a) and (b), and branch cross-sectional area, (c) and (d), extracted from our X-ray images with different
intensity thresholds (shown in legends). The data are plotted in semi-log ((a) and (c)), and log–log ((b) and (d)) scales. The data of (c) and (d) are
shifted vertically for stacking.

5 times larger than for X-ray imaging. This is consistent with the different 3D resolutions of visible (1 µm) and X-ray
icroscopy (0.5 µm).
Analogous similarities and differences are also visible for the log–log plot of the average area vs. the branch length.

ig. 33(b) shows again that after shifting downward by 0.71 the plot for FlyCircuit, matches our X-ray data well. The
xception is the small region identified by a green circle.
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.3.5. Automatic soma detection
The FAST algorithm does not classify the different components of the network, such as the somas, the axons, or the

ynapse connections. However, brain mapping cannot be limited to wires, and therefore, we must go beyond the FAST
rocessing discussed above to identify other structural features.
For this task, we developed a machine learning process called ‘‘Computer Vision Assisted Feature Enhancer’’ (CAFE).

his approach automatically identifies specific signature features based on their morphology and can specifically discern
ifferent types of brain cells and blood micro-vessels. Moreover, CAFE supports parallel computing and can be used
n major cloud platforms, such as Hadoop, Amazon Web Service (AWS) and Google Cloud Platform (GCP), to improve
calability.
CAFE is still under development. In general, it is not easy to identify specific neuron features from large and complicated

D images based on limited information. Neurobiologists are still unable to provide the required information for the
‘training’’ of machine learning models. As a result, it is challenging to directly use existing deep learning models (e.g., CNN
eries [298–304] or YOLO series [305–308]) for this task.
Consequently, the application of this strategy to the specific case of automated soma detection takes many steps, with

efinements by iterative feedback from experts. Even with these problems, our tests already demonstrated the power of
he process. Details of CAFE are described in the Appendix.

The information extracted by CAFE processing, such as the locations of neuron somas to be used as starting points
or the tracing, can also accelerate the FAST strategy. Furthermore, the identification of specific features can assist other
maging processing tasks described above, i.e., image alignment, stitching, iterative reconstruction and sparse tomography,
y reducing training time and thus accelerating processing tasks.
CAFE was first tested for the identification of somas in the Drosophila brain. The results reach excellent accuracy in

erms of precision and recall, 74%–85%. These results are quite encouraging in view of image processing for large animal
rains. In fact, the soma shape makes the Drosophila results harder to process even manually. In essence, the CAFE strategy
ppears scalable from Drosophila to large animals without major problems.

.3.6. Morphing 3D data to a standard brain
The strategy to create the SYNAPSE connectome database is adapted from the well-established FlyCircuit approach.

owever, we require a new ‘‘model brain’’ to morph the AXON results for Drosophila. The ‘‘standard brain’’ for FlyCircuit
s built by averaging results of 34 whole brains without skulls. It is different from our AXON results due to the distortions
fter removal from the skull. In our case, the brains are left in the skull and the results better reflect the natural shape.
his is of course a marked advantage of using X-rays.
Our standard brain was obtained by selecting a brain most similar to the average brain from 226 specimens with a

rocedure like FlyCircuit [250]. The tomography of a whole Drosophila brain reconstructed from AXON results provides the
ocations of thousands of neurons. Their geometrical description after tracing is processed with an affine transformation
hat preserves collinearity and distance ratios to best fit the standard brain.

XON Brain Image Registration
We developed a two-step warping procedure to fit the data into the standard brain. The first step was the affine

egistration mentioned above, which was followed by non-rigid warping with the CMTK (Computational Morphometry
oolKits) [309] software. The corresponding 3D transformation matrix was used to deposit each neuron into the standard
odel. Thus, a neuron has a normalized position in a 3D coordinate system with respect to the standard brain. The entire
rocess took 72 h using 64 cores of our computer system.

dentifying Anatomical Landmarks and Similar Neurons
Since the Golgi method only stains a few neurons, individual neurons cannot be used as references for morphing.

ortunately, we found good reference features: the neuron bundles involving parallel segments of several cells visible in
very stained brain. This was the corresponding procedure: after preliminary warping with CMTK, we used the segments
o identify the bundle structures. The procedure was verified for olfactory projection neurons from the antennal lobe to
he mushroom body and the lateral horn — finding that the corresponding bundle is an accurate and reliable landmark
or further image morphing.

dentifying Single Neurons or Neuron Bundles with Individual Neuronal Data in FlyCircuit
The next processing step reached the level of single neurons or neuron bundles. We searched suitable neuron

andidates for this stage from the FlyCircuit database. Then, the X-ray data were morphed into the FlyCircuit standard
rain. The NBLAST algorithm [310] was then used to identify similarities at the level of individual neurons. Fig. 34 shows
n example of the results.

.3.7. Compression and storage
These are two of the biggest problems of the SYNAPSE data handling, as the data for just one human brain could

xceed 1 exabyte, requiring 50,000 20TB hard-drive memories. Data compression is certainly required. However, image
ata must not be compressed before completing processing to obtain the wire diagram. Afterwards, the raw data can be

tored with techniques not providing high speed input and output, for example in magnetic tapes.
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Fig. 33. Log–log plots of distributions of (a) cross-sectional areas of branches and (b) of average areas vs. branch lengths. The data are from 17,287
eurons from FlyCircuit (blue), and 252 of our X-ray images segmented with an intensity threshold of 21,500 (red). The data for FlyCircuit neurons
re shifted toward the left by a constant −0.71 for comparison. A red straight line with slope −2.6 is shown in (a). (b) The data circled in green
f the FlyCircuit are missing from our x-images, possibly because of limited resolution. The total branch numbers are 6,312,464 (FlyCircuit) and
,642,936 (XBrain).

Note, however, that the data for projection images are only ∼20%–30% (number of projection images/number of pixels)
f the reconstructed data. In a sense, the projection images constitute, themselves, compressed data. Therefore, we plan
o save only the projection images and the tracing results, plus the processing parameters so that reconstruction can be
epeated as required.

Note that the RIKEN Center for Computational Science (R-CCS) developed a high-efficiency compression system
ollaborating with SPring-8/SACLA [311] and is now developing its application for tomography that could further reduce
he total data size.

After the FAST tracing, the wire diagram data is typically 1% of the FBP reconstructed data: again, a very significant
ata compression, with all the critical information saved. For example, the wire diagram produced by FAST from a 25 GB
omography reconstructed data set is ≈200–300 MB. The overall compression process reduced the data of 200 mouse
rains to ≈1TB, compatible with all HPC facilities in the SYNAPSE consortium for subsequent analysis.

.3.8. Visualization
The 3D reconstructed images are currently visualized using the Amira software. However, this is difficult when the

omography set exceeds ∼25 GB — a limit primarily set by the performance of the graphic display. Solutions to visualize
arger data sets such as the whole brain of large animals are not yet clear. The power of graphic displays is not expected
o increase by orders of magnitude as required to view many reconstructed brain tomographies stitched together.

Note, however, that visualization is not required for deriving the whole network, since the process is automatic.
evertheless, some degree of visualization is still desirable to check the process and analyze the wire diagram. Therefore,
e conceived a strategy similar to that of Google Maps. Basically, the image resolution scales with the size of the visualized
egion. In our case, the resolution change is not performed in real time, but using stored reconstructions with reduced
esolution levels.

.3.9. Image merging
Images obtained with other imaging techniques will be morphed with specific approaches that will require identifying

tructural features and markers. Linking markers in images of different kinds is not trivial, however. This will be an
mportant development area of SYNAPSE, involving experts of different imaging techniques

.4. Outlook

The processing strategy of SYNAPSE demonstrated for Drosophila brains and in part for mouse brains was not yet
ested for human brains. However, considering the combined resources of the HPC facilities participating in the SYNAPSE
onsortium, we can make reasonable evaluations of the performances. This allows us to reach positive conclusions: the
asks for human brain mapping are not beyond our capabilities.

.4.1. Data types: Definition, memory and storage design
The goal of the automatic processing of connectome mapping must deal with several data types, requiring different

emory solutions for computing and storage. The frequency of access is also very different. Therefore, it is necessary to
ssign to each data type a specific data structure.
In general terms, the ‘‘vectorial’’ data obtained with the FAST processing are easier to handle than the ‘‘raster’’ data of

he projection images or of the results of FBP reconstruction. In fact, their size is smaller and their processing easier
43
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Fig. 34. (a), (b) and (c): Identification of brain structural features such as bundles, in the AXON Drosophila images. We applied the spatial similarity
algorithm to identify neurons with similar morphology. (c) We applied an iterative closest-points algorithm to linearly align our X-ray data with the
X-ray standard brain and the FlyCircuit standard brain. (d) We specifically extracted the well-known bundle iACT that carries olfactory information
from the antennal lobe to a lateral horn and mushroom body. (e) Bundles that we found in our data (white) and in FlyCircuit (yellow).

[312–319]. And the visualization and user access are also simpler [320–323]. Vectorization is therefore crucial. For
example, it would be impossible for users to remotely access the ∼1 exabytes of raster data and extract whole-brain
tructural information.
Our strategy must also deal with the incorporation of high-resolution or functional information in the database. In

act, ‘‘meta data’’ must be associated with the connectome down to local brain regions. For that, there are many powerful
andidate algorithms for vectorized models [324–326].

.4.2. Development of new algorithms
In addition to those mentioned above, other algorithms will be required, specifically for the large data sets of mouse and

uman brains. SYNAPSE specifically plans to implement different deep-learning schemes for tomographic reconstruction
nd segmentation.
There are for example many interesting developments using deep learning for image segmentation. Convolutional

eural Networks (CNN) models [327–331] – particularly the U-Net model and its variants – have been successfully shown
or the segmentation of biological features in microscopy.

.4.3. Overall data management and distribution
This poses several challenges due to the distributed nature and massive size of the SYNAPSE data. These challenges

re similar, although with much bigger magnitude than other large-scale research projects such as the Large Hadron
ollider (LHC) and the Square Kilometer Array (SKA) — requiring massive amounts of data to be collected, processed and
istributed to local and international users. Their experience can assist in handling our own problems. Solutions relevant
o SYNAPSE include:

• scalable data workflows for pre-processing, storing and archiving the data
• minimizing the distance to transfer data from acquisition to processing
• distributing and processing data with a tiered HPC framework
• high speed network connections of participating HPC centers
• high-speed input/output storage systems matching the connection bandwidth

ig. 35 shows the scheme of the SYNAPSE data management implementing a tiered structure. The primary data from the
arious sources are consolidated at a central Tier-0 repository that is coupled to a HPC and hierarchical storage system
or data compression/archiving and primary analysis. The processed data can be distributed to partner Tier-1 centers for
edundancy and to local users for secondary analysis.
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The National Supercomputing Center (NSCC) in Singapore is the Tier-1 center because of its extensive multiple
edundant 100 G high speed links (100 Gbps) to major regions by APONET and the Asia-Pacific Europe Ring (AER). The
wo petascale supercomputers (aggregate 10 PFLOPS), and the GPU processors of NSCC will process vectorial wire diagram
nformation to construct the whole brain connectome maps and will manage the data over its multi-petabyte parallel files
ystems (I/O >150 Gbytes/sec read/write) for user access.
This strategy for large scale scientific computer tasks was successfully tested by the GenomeAsia100K consortium [332].

he high-speed links were critical for data transfer of large genomic data sets from different sequencing centers
n the US (Genentech), Korea (Macrogen) and India (Medgenome) to NSCC, where primary data could be centrally
anaged [333,334]. The high-bandwidth data transfer [335,336] – now reaching 11 GB/s – was demonstrated in the
021 Data Mover Challenge, organized by the 100 G intercontinental infrastructure network [337].
Using such rapid data transfer and the access to HPC resources, the GenomeAsia100K consortium accelerated their

arge-scale analysis to uncover genomic variants critical for the Asian population, discovering variants for disease
usceptibilities — which is also important for SYNAPSE.
In parallel, with the Singapore SG10K project NSCC supports a genome sequencing farm with direct high-speed

nfiniBand interconnections for direct read/write into secure disks at the NSCC ASPIRE1 supercomputer data center 13
etabyte parallel file storage system (two kilometers away). This demonstrates that data gathering sites can be at a
easonable distance from the computing servers without suffering too much latency — a model that SYNAPSE will adopt
or its Data Source and Tier-0 HPC facilities [338].

.4.4. Orchestration of computation workflows
The processing pipeline to extract the connectome from the primary tomographic data at the Tier-0 centers involves

ultiple stages, each requiring different applications and tools. Given the complexity and iterative development cycle
f SYNAPSE data processing, special consideration is given to the reproducibility and scalability of the pipeline. These
epend on the ability (i) to deploy and track different versions of the workflows and tools in a portable manner, and (ii)
o orchestrate the stage-wise execution of the workflow and, if possible, to parallelize and distribute the workload across
ultiple computer nodes.
In addition to storing the information on the samples, the measurement and the previous data processing parameters, a

aboratory imaging management system (LIMS) is crucial for the supervision of data and specimens across the consortium.
ommercially available LIMS systems handle data in one laboratory. This is not sufficient for our case, since our LIMS will
eed to also manage a large amount of specimens, different (existing or newly developed) processing algorithms and the
rocessing history, distributed at different SYNAPSE partners.
For computation, our LIMS also needs to incorporate a computer resource management system (CRMS) to design the

utomated processing pipeline using different processing algorithms. And to assign data processing to each different type
f newly generated intermediate data, depending on the results of the intermediate analysis and on the availability of
omputing resources. The automated sequence should also allow human intervention, if needed, by an online supervisory
eam.

In addition to the architecture of workflows to organize and manage the data, by the LIMS and CRMS, a robust
ramework security is required to distribute the data to SYNAPSE partners (e.g., regional Tier-1 centers) and external
sers. Such a system could control data access through an authentication and authorization system that can be federated
cross the consortium. One potential candidate is Rucio [339], developed for the ATLAS experiment at the LHC.
Specifically, SYNAPSE will integrate the containers (e.g., Singularity software platform [340]) runtime environment to

he CRMS to package the code and its dependencies as an image built from user-defined specifications. These images
an be executed in compatible computing environments ensuring portability. Furthermore, these container images can
e tagged by version and stored in a repository for distribution. [341].
Several tools have been developed for orchestrating pipelines for processing biological data (e.g., NextFlow, Common
orkflow Language). The orchestrator builds a directed acyclic graph of the different stages and uses it to track the

xecution as it dispatches the compute jobs to the nodes in a fault-tolerant manner by handling any errors and retries.
By using a combined approach of workflow orchestrator and container environments, the data processing pipeline can

e developed in a reproducible manner even with the distributed nature of the work in the SYNAPSE consortium and
caled up to meet the data-intensive needs by facilitating the parallelization of stages across multiple nodes.

.4.5. Exabyte data and exaflop computation
With all the compression schemes implemented which reduced data of one human brain to ∼10 PB, the current tiered

ata processing pipeline is feasible. However, beyond the first demonstration of brain mapping of one human brain, the
ata processing faces the huge challenge of mapping multiple brains.
The amount of raw image data, ≈1 exabyte for a human brain, making technically infeasible the transport of such
volume of data through international internet connections. Therefore, meeting the corresponding needs will not be
ossible with a single Tier-1 center with a hub-and-spoke configuration to Tier-0 HPCs. Instead, a distributed HPC
rocessing network as part of a Global Research Platform [342] might be a suitable strategy. Within Asia, the APRP (Asia
acific Research Platform) started its tests, and SYNAPSE members are part of this platform.
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The fast development of graphic processing units (GPU) is crucial for SYNAPSE. New tomographic reconstruction
nd segmentation algorithms, using deep-learning toolkits (such as Torch [343]), can achieve ten times the acceleration
hrough the use of GPU computing.

By integrating the data and computing resources across multiple sites, we expect to be able to handle data-intensive
orkflows at the exascale level for SYNAPSE and beyond, without building a new data processing and storage facility.

. Concluding remarks

We trust that the extensive and detailed discussion of the SYNAPSE enterprise was able to deliver some essential
essages. The most important are the following three.
First, the task is massive and requires hard work in different directions, including sources, optics, detectors, stain-

ng, coordination, data processing, data storage and availability, plus other imaging techniques beyond phase-contrast
adiology. This requires a huge and continuing effort.

Second, the strategy to attack a single problem with multiple synchrotron facilities is a novelty that will influence the
ntire field. This new paradigm of collaboration specifically changes how the scientific community can look at the use of
dvanced X-ray sources and other such user-based sources for basic sciences.
Third, the objective of the enterprise is absolutely justified on scientific ground. And can become one of the most

mportant challenges attacked by the scientific community in our time. In short, it is an enterprise worth our best efforts.
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ppendix. Computer vision assisted feature enhancer (CAFE)

The CAFE process was developed to identify somata of animal brains in 3D high-resolution images and to locate their
enters. Although using the decision tree models may provide strong interpretability and good efficiency, however, the
imple structures of decision tree models often cause poor performance in testing data due to overfitting. CAFE also uses
rtificial neural networks [344–353], which demonstrated significant power in object detection.
CAFE locates the centers of somata from the 3D images of Drosophila brains in three steps. First, it processes the

mages to identify soma candidates, then extracts characteristic features of these candidates, and finally uses machine
earning with these features to achieve automated detection. Specifically, in the first step the Difference of Gaussian (DoG)
lgorithm locates regions that potentially contain blob-shaped objects.
After finding such potential regions, general and neurobiology features are extracted. General features include textures

xtracted by Gabor filtering and co-occurrence matrices, and local descriptor extracted by SIFT (Scale-Invariant Feature
ransform) and shape context descriptor. The neurobiology features include edge lengths and angles extracted by edge
ilter or the Hidden Markov Model (HMM), and density extracted by DoG.

Finally, all the features are sent to classifiers for training and testing. Note that these features could be also used in
ther tasks, such as image alignment, stitching, iterative reconstruction and sparse tomography.
Most of the previous works on automated soma detection dealt with 2D image stacks with anisotropic resolution

354–356]. As the 3D data from visible fluorescent microscopy of animal brains increased, new processing methods
ere developed [357]. Many algorithms achieved significant improvements in soma detection using different approaches
358–366]. Furthermore, 3D image processing took advantage of machine learning: many studies reported success in
mproving the automated soma detection using deep neural networks [367–377].

However, our extensive tests show that almost all these methods fail to achieve satisfactory detection for our 3D
-ray microtomography images. They produce many false positive identifications or require human intervention during
he process. The failure, in general, can be attributed to the weak, and often inhomogeneous, contrast of high-resolution
-ray images and tomography reconstructions. It is not easy to obtain an universal threshold for classification as for
luorescence or electron microscopy. However, our isotropic 3D resolution enabled us to develop a new strategy for feature
etection.
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a

Fig. 35. Diagram of architecture for SYNAPSE computation. The data is transferred via data transfer nodes (DTN) by high-speed network links to
nearby Tier-0 centers for storage, archiving and primary processing. The processed data is transferred to Tier-1 center for assembling and secondary
analysis. Tier-1 center is also the portal for accessing the whole brain connectome database from authenticated users.

To extract features, a baseline approach is to use the convolutional neural network (CNN) to extract latent features from
raw images. However, deep learning models require a huge amount of labeled data to train their kernels. Furthermore, it
is difficult to integrate the domain knowledge via labeled data – for example just showing where the somata are without
further descriptions – into the deep learning architectures. Our CAFE approach solved these problems by extracting
discriminative features from the images in collaboration with neurobiology experts. The flowchart of feature extraction
is shown in Fig. 36.

The 3D image data for the whole brain is first partitioned into cubes with 50 × 50 × 50 pixels. Substantial overlaps are
left between these ‘‘data boxes’’, 25 pixels in each direction, to guarantee not to miss relevant features at the boundaries.

Each of the data boxes is processed by a structure-aware adaptive thresholding method to binarize and yield candidate
somata. Finally, computer vision methods extract features with the aid of neurobiology information on the structural
features of neurons and the neural network.

Adaptive thresholding was implemented to deal with the above-mentioned problems caused by the weak absorption
contrast of high-resolution X-ray imaging, by image noise, by background from the X-ray source and by the low contrast
from small metal labeling particles. Note that a gray scale threshold can be defined for each data box for identifying soma
candidates. To avoid missing true features (false negatives), or extracting false features from noise or image artifacts (false
positives), CAFE exploited the Otsu’s method [378–380] for adaptive thresholding.

Specifically, our Otsu process calculates the L-bin normalized intensity histogram for each data box. Then, a threshold
t is derived by minimizing the intra-class variance σ 2

intra(t), defined as follows:

σ 2
intra (t) = p0 (t) σ 2

0 (t) + p1 (t) σ 2
1 (t) ,

where p0 (t) and p1 (t) are the probabilities of the two classes (bright and dark) separated by the threshold t, and σ 2
0 (t)

nd σ 2
1 (t) are their variances. The class probabilities p0 (t) and p1 (t) are derived from the L-bin normalized histogram:

p0 (t) =

t−1∑
i=0

h (i)

p1 (t) =

L∑
i=t

h (i) ,

where h (i) is the probability of the ith bin. Note that minimizing the intra-class variance in histogram has been proved
to be equivalent to maximizing the inter-class variance [378] σ 2

inter (t), defined as follows:

σ 2 t = σ 2
− σ 2 t = p t p t [µ t − µ t ]2 ,
inter ( ) intra ( ) 0 ( ) 1 ( ) 0 ( ) 1 ( )
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Fig. 36. Flow chart of CV-assisted Feature Enhancer (CAFE).

Fig. 37. (a) and (b) show the adaptive thresholding results using Otsu’s method (a) and our method (b). (c) and (d) show an example of feature
xtraction. (c) The candidate soma. (d) Longest dimension of cytoplasm.

here µ0 (t) and µ1 (t) are the average intensities of class 0 and 1. This strategy is likely to require less computer time
than directly deriving σ 2

intra (t).
Overall, the Otsu’s method first calculates histograms and probabilities of each intensity level and searches the

maximum σ 2
inter (t) for t = 1, . . . , L. The 2D Otsu’s method also considers the gray-level value of each pixel as well as the

verage value of its neighbors: this improves its robustness, especially for noisy images.
Note that our Otsu’s process could yield undesired results. For example, Fig. 37(a) shows that the blue box does not

over the entire white (soma candidate) area, due to the gradual decay of the highest intensity from the center to the
oundary. Thus, the blue box marks the location of the soma, but does not cover the entire soma area allowing CAFE to
xtract relevant soma features.
To correct this problem, we only utilized the Otsu’s method as the first step to locate a starting point (as in Fig. 37(a)).

AFE then searches along six directions to find the boundaries of the candidate soma. The corresponding improved result
s shown in Fig. 37(b). A genuine candidate soma is reported only if the extracted box is large enough (500 to 10,000
oxels) to match the typical soma size.
After identifying candidate somata, the next step was to extract for them with computer vision (CV) methods

haracteristic morphology features. These features correspond to the shapes of candidate somata and of their axons: for
xample, the length or the ratio between the nucleus and cytoplasm and the shape of the soma axon connection. Fig. 37(c)
hows the identified nucleus, cytoplasm and axons. Fig. 37(d) is an example of the longest distance of cytoplasm. Finally,
ased on the features identified by CAFE for a substantial number of somata, classifiers specific for different machine
earning process (e.g., SVM, random forests and neural networks) were elaborated and used in the soma-identification
rocessing of other images.

esults of Case Studies of Drosophila Brain
CAFE was first applied using one Drosophila brain for training and five for testing. A five-fold cross-validation was

dopted to avoid overfitting. For validation, we used Support Vector Machine (SVM) with RBF (Radial Basic Function)
ernel in Scikit-learn API [381] as the classifier. Each brain was described as a 3D tensor with 16 bit voxel data. The
round-truth somata were manually labeled by neurobiology experts.
Table 1 presents the results of CAFE detection for the 5 Drosophila brains. The precision and recall are at least 73.89%

nd 85.14%. The results show that the extracted features are discriminative. Furthermore, the CAFE performances are
etter than those of human identification, but of course require much less time and can process large data sets.
To further understand the false positives and false negatives, Fig. 38 visualizes four cases in brain #1. The false positives

n Fig. 38(a) and (b) look round and bright, but they are not somata according to the neurobiology experts. Indeed, the
ne in Fig. 42(a) is located in the middle of an axon, whereas the other is a bouton. As to false negatives, Fig. 38(c) and
d) present two undetected somata. Both lie in an area with similar intensity levels. Therefore, it is hard to isolate them
ith any thresholding method. According to the neurobiology experts, it is difficult to classify them with the current
esolution.
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Fig. 38. Visualization of misclassified cases. (a) False positive; (b) False positive; (c) False negative; (d) False negative.

Table 1
Performance of CAFE in the testing Drosophila brains.
Brain no. #1 #2 #3 #4 #5

Reported Soma 330 216 246 261 295
True positive 263 149 174 199 91
False positive 22 40 41 13 32
False negative 12 26 8 5 7

Precision (%) 91.64 78.84 80.93 93.87 73.39
Recall (%) 95.64 85.14 95.60 94.55 92.86
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